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a b s t r a c t

Automatic classification of text documents, one of essential techniques for Web mining, has always been
a hot topic due to the explosive growth of digital documents available on-line. In text classification com-
munity, k-nearest neighbor (kNN) is a simple and yet effective classifier. However, as being a lazy learn-
ing method without premodelling, kNN has a high cost to classify new documents when training set is
large. Rocchio algorithm is another well-known and widely used technique for text classification. One
drawback of the Rocchio classifier is that it restricts the hypothesis space to the set of linear separable
hyperplane regions. When the data does not fit its underlying assumption well, Rocchio classifier suffers.
In this paper, a hybrid algorithm based on variable precision rough set is proposed to combine the
strength of both kNN and Rocchio techniques and overcome their weaknesses. An experimental evalua-
tion of different methods is carried out on two common text corpora, i.e., the Reuters-21578 collection
and the 20-newsgroup collection. The experimental results indicate that the novel algorithm achieves
significant performance improvement.

� 2008 Elsevier Ltd. All rights reserved.
1. Introduction

Text classification or categorization is the task of automatically
assigning unseen documents to suitable pre-defined categories. As
one of essential techniques for Web mining, it has always been a
hot topic due to the explosive growth of digital documents
available on-line. A number of well-known algorithms have been
introduced to deal with text classification, such as k-nearest neigh-
bor (kNN) (Cover & Hart, 1967; Yang & Liu, 1999), Naı̈ve Bayesian
(NB) (Lewis, 1998), centroid-based classifier (Han & Karypis, 2000;
Tang, 2007), Support Vector Machine (SVM) (Joachims, 1998), deci-
sion tree (Quinlan, 1986) and Rocchio classifier (Joachims, 1997).

The kNN is an instance-based learning algorithm, which is sim-
ple, intuitive but very effective for a variety of problem domains
including text classification. It has been applied to text classifica-
tion since the early days of its research, and is known to be one
of the most effective methods on the Reuters corpus of newswire
stories – one of the benchmark corpora used in text classification.
However, kNN has a high cost of classifying new patterns. Its train-
ing phase just stores all training patterns as classifier, thus it has
often been called as lazy learner since it defers the decision on
how to generalize beyond the training data until each new query
pattern is encountered (Sebastiani, 2002). The efficiency of kNN
prohibits it from being applied to areas where efficiency is partic-
ularly required for text classification, such as dynamically mining
large scale collection.
ll rights reserved.
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Rocchio algorithm, an early text classification technique from
information retrieval, has also been widely used for document clas-
sification. Most classification techniques are based on some under-
lying models. When the data fits the model well, the classification
accuracy can be very high, and vice versa. The Rocchio classifica-
tion model is based on the assumption that a given document
should be assigned to a particular class if the similarity between
this document vector and the prototype vector of the class is the
largest. Thus, Rocchio algorithm restricts the hypothesis space to
the set of linear separable hyperplane regions, which has less
expressive power than that of kNN. When the data does not fit
the Rocchio classification model well, the Rocchio classifier suffers.

In this paper, a hybrid algorithm based on variable precision
rough set (VPRS) is proposed to combine the strength of both kNN
and Rocchio techniques and overcome their weaknesses. Firstly, fea-
ture space of training data is partitioned by using VPRS, and lower
and upper approximations of each category are defined. Then kNN
and two Rocchio classifiers are built on these new subspaces respec-
tively. The two Rocchio classifiers are used to classify most of new
documents effectively and efficiently. The kNN classifier is only re-
quired to classify new document which lies in the boundary region
where Rocchio classifier suffers. And it is just required to find nearest
neighbors of new document in the subset of training dataset, which
can save time obviously compared with finding nearest neighbors in
the whole training dataset. Experiments are carried out on two pub-
lic benchmarks, namely, the ModApte version of the Reuters-21578
collection of news stories and the 20-newsgroup collection. The
experimental results indicate that the proposed hybrid algorithm
achieves significant performance improvement.
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The remainder of the paper is organized as follows: Section 2
gives an overview of related work. Section 3 introduces the basic
background ideas about VPRS, kNN and Rocchio algorithms for
the sake of further discussion. Section 4 describes the proposed hy-
brid algorithm. Section 5 discusses experimental results. Finally,
Section 6 presents concluding remarks and directions of our future
work.
2. Related work

Improving prediction accuracy of text classifiers has been an
important issue and many studies have been conducted in this
area.

Rocchio is a linear classifier. When the decision boundary is
non-linear, the classification accuracy of Rocchio classifier is low.
Lam and Ho (1998) proposed a generalized pattern set algorithm
to overcome the weakness of Rocchio algorithm. The main idea
for this method is to construct more than one prototype vector
for a category, in contrast to only one prototype vector for a cate-
gory in the Rocchio algorithm. The drawback of this method is the
difficulty to choose an appropriate k and the order in which posi-
tive patterns are chosen to construct each local prototype vector
as the performance of the method depends on both of them.

Tang and Gao (2007) combined kNN and SVM to construct a
classifier for improvement of classification accuracy. However,
SVM is very sensitive to noise and the application of overlapped
patterns to train SVM could make the classification performance
poor.

Sarkar (2007) introduced fuzzy-rough uncertainty to enhance
classification performance of the kNN algorithm. Some drawbacks
still exist for this method. Firstly, it need to store all training data
and hence for a large training set it may take large space. Secondly,
for every new pattern, the distance should be computed between
the new pattern and all training data. Thus, the efficiency of this
method may be low.

Ensemble methods such as bagging and boosting have been
studied extensively to improve the predictive accuracy of classifi-
cation algorithms, which train a set of component classifiers and
then combine their predictions to classify new patterns (Dietterich,
2000). Compared to ensemble methods, the proposed algorithm
has two particularities. Unlike ensemble methods, the proposed
algorithm does not need to retrain the classifier multiple times
on the different versions of the entire training set. Consequently
the proposed algorithm consumes much less training time than
the ensemble methods. Otherwise, unlike ensemble methods, no
voting is involved in the proposed algorithm. Hence the prediction
is much faster than ensemble methods.
3. Background

3.1. Variable precision rough set

The rough set theory, introduced by Pawlak in the early 1980s,
is a formal mathematical tool to deal with incomplete or imprecise
information (Pawlak, 1982). As a generalized version of rough sets,
VPRS allows objects to be classified with an error smaller than a
certain pre-defined level (Ziarko, 1993). In this section, the brief
introduction to rough set and VPRS is given.

3.1.1. Rough set

Definition 1. Information system.
In rough set theory, an information system is defined as a 4-

tuple S ¼ hU;Q ;V ; f i, where U is a non-empty finite set of objects, Q
is a non-empty finite set of attributes, V is a set of values of
attributes in Q and f : U � Q ! V a description function.

For any P # Q, the indiscernibility relation, denoted by IND(P),
is defined as Definition 2.

Definition 2. Indiscernibility relation.

INDðPÞ ¼ fðx; yÞ 2 U � U : 8a 2 p; aðxÞ ¼ aðyÞg ð1Þ

where a(x) denotes the value of feature a of object x. If
ðx; yÞ 2 INDðPÞ, x and y are said to be indiscernible with respect to
P. The equivalence classes of the P-indiscernibility relation are de-
noted by ½x�p.

For any concept X # U and attribute set P # Q, X could be
approximated by the lower approximation and upper
approximation.

Definition 3. Lower approximation and upper approximation.
The lower approximation of X is the set of objects of U that are

surely in X, defined as:

PðXÞ ¼ fx 2 U : ½x�p # Xg ð2Þ

The upper approximation of X is the set of objects of U that are pos-
sibly in X, defined as:

PðXÞ ¼ fx 2 U : ½x�p \ X–;g ð3Þ
3.1.2. Variable precision rough set

As a generalization of the standard inclusion relation, majority
inclusion relation introduced by the VPRS is defined as Definition 4.

Definition 4. Majority inclusion relation

cðX;YÞ ¼
1� card ðX\YÞ

card ðXÞ if card ðXÞP 0

0 if card ðXÞ ¼ 0

(
ð4Þ

where X and Y are subsets of the universe U. The majority inclusion
relation denotes the relative degree of misclassification of the set X
with respect to set Y. Based on this measure, one can define the
standard set inclusion relation between X and Y as: X # Y if and
only if cðX;YÞ ¼ 0.

Let X # U, R an equivalence relation on U, the b-lower
approximation and b-upper approximation of X can be defined as
Definition 5.

Definition 5. b-Lower approximation and b-upper approximation

RbX ¼ fx 2 U : cð½x�R;XÞ 6 bg ð5Þ
RbX ¼ fx 2 U : cð½x�R;XÞ < 1� bg ð6Þ

Therefore, the new definition of b-positive region, b-negative region
and b-boundary region based on VPRS is given in Definition 6.

Definition 6. b-positive, b-negative and b-boundary region based
on VPRS

POSbX ¼ RbX ð7Þ
NEGbX ¼ U � RbX ð8Þ
BNDbX ¼ RbX � RbX ð9Þ

The definitions above are generalizations of the corresponding no-
tions appearing in Pawlak’s rough set. In this paper, VPRS is used
to partition feature space of training data. Then, the proposed hy-
brid algorithm can further build kNN and Rocchio classifiers and
classify new document effectively and efficiently in new
subspaces.



Fig. 1. An example with two classes.
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3.2. Text classification technique

In this section, we review two text classification techniques ap-
plied in the paper, i.e., kNN and Rocchio algorithms.

3.2.1. kNN algorithm
The kNN is a similarity-based learning algorithm. To classify an

unknown document d, the kNN classifier ranks the documents
among training set and tries to find its k-nearest neighbors, which
forms a neighborhood of d. Then majority voting among the cate-
gories of documents in the neighborhood is used to decide the class
label of d.

3.2.2. Rocchio algorithm
In Rocchio algorithm, each document d is represented as a vec-

tor. Given a training set D, Rocchio algorithm computes a prototype
vector~cj for each category cj by means of the formula as follow:

~cj ¼
1
jCjj

X
~d2Cj

~d

k~dk
� l

1
jD� Cjj

X
~d2D�Cj

~d

k~dk
ð10Þ

j:j denotes the cardinality of the set. l is a control parameter used
for adjusting the relative impact of positive and negative training
patterns. Buckley et al. recommends l = 0.25 (Buckley, Salton, & Al-
lan, 1994). Given a test document dt , the Rocchio classifier com-
putes the similarity between ~dt and each prototype vector ~cj, and
classifies as the category of prototype vector which is the most sim-
ilar to. In this paper, we use the cosine measure to compute the
similarity.
 pPOS Cβ pBND Cβ pNEG Cβ

Fig. 2. VPRS based partition for two classes.
4. Proposed algorithm

4.1. Algorithm

In this paper, we consider binary text classification that assigns
each document d either to the positive class Cp or to its comple-
ment negative class Cn. Theoretically, binary text classification is
more general than the multi-class one and a multi-class classifica-
tion problem can be transformed into a set of binary classifications.
For the intuitive presentation, an example of binary classification
in 2-D space, where documents in class Cp are labeled with ‘‘circle
sign” and documents in class Cn are labeled with ‘‘cross sign”, is
shown in Fig. 1. We can characterize the two class document sets
of Cp and Cn with respect to a hidden equivalence relation R which
may lead the documents belonging to the same class to have the
tendency of clustering.

The kNN algorithm is used to create equivalence classes for set
Cp and Cn according to the concepts of VPRS. For a document d in
training set, the kNN algorithm is used to find its k-nearest neigh-
bors by means of calculating the similarity of d to anyone in train-
ing set, which forms a neighborhood of d. If all neighbors are from a
single class, e.g., Cp, then there is no uncertainty in the neighbor-
hood. However, if any neighbor belongs to another class Cn, the
rough uncertainty arises in the neighborhood. This uncertainty
can be captured using the modified majority inclusion relation.
For any document d and document set of class Cp in training data-
set, modified majority inclusion relation is defined as Definition 7.

Definition 7. Modified majority inclusion relation

cðNd;CpÞ ¼ 1� jNd \ Cpj
jNdj

ð11Þ

where Nd is the neighborhood region around d and j:j denotes the
cardinality of the set. According to VPRS, b-positive region, b-nega-
tive region and b-boundary region of class Cp can be obtained. As
shown in Fig. 2, the b-positive region of class Cp denotes the docu-
ment set which lies in the positive region where documents can be
for certain classified to class Cp, b-boundary region of class Cp de-
notes the document set which lies in the boundary region where
documents can not be classified uniquely to the class Cp and b-neg-
ative region of class Cp denotes the document set can not be surely
classified to the class Cp respectively. Similar description is also fit
to class Cn.

After feature space is partitioned into three regions, i.e., b-
positive, b-negative and b-boundary region for each class, two
Rocchio classifiers are built on these new sets directly. The detailed
building classifier algorithm is described as Algorithm 1.



D. Miao et al. / Expert Systems with Applications 36 (2009) 9168–9174 9171
Algorithm 1. Building classifier algorithm

Input: the parameter k-partition, b, l, training set
Output: two Rocchio classifiers
(1) Find the k-partition nearest neighbor documents of each
document in the training set;
(2) Construct RbCp and RbCp of class Cp, RbCn and RbCn of class Cn,
respectively based on Definition 7 and VPRS;
(3) Build two Rocchio classifiers, i.e., Rocchio classifier for class
Cp and Rocchio classifier for class Cn, respectively;

Rocchio classifier for class Cp:

~VþCp
¼ 1
jRbCpj

X
d2RbCp

~d

k~dk
� l 1
jRbCnj

X
d2RbCn

~d

k~dk

~V�Cp
¼ 1
jRbCnj

X
d2RbCn

~d

k~dk
� l 1
jRbCpj

X
d2RbCp

~d

k~dk

Rocchio classifier for class Cn:
~VþCn
¼ 1
jRbCnj

X
d2RbCn

~d

k~dk
� l 1
jRbCpj

X
d2RbCp

~d

k~dk

~V�Cn
¼ 1
jRbCpj

X
d2RbCp

~d

k~dk
� l 1
jRbCnj

X
d2RbCn

~d

k~dk
1 http://www.research.att.com/lewis/reuters21578.html.
2

In the Algorithm 1, kNN is used to find the k-partition nearest
neighbors for each document in the training set firstly and then
RbCp, RbCp, RbCn and RbCn are constructed, respectively based on
Definition 7 and VPRS. For overcoming the problem of model misfit
of Rocchio and improving the classification performance, Rocchio
classifier for class Cp is trained with the documents belonging to
RbCp and RbCn, and Rocchio classifier for class Cn is trained with
the documents belonging to RbCp and RbCn, respectively. After the
Rocchio classifiers are built, a new unseen document d can be clas-
sified by using the classification algorithm described as Algorithm 2.

Algorithm 2. Classification algorithm

Input: the parameter k-boundary, two Rocchio classifiers, set
BNDbCp, new document d
Output: the class label of d

(1) If sim ~VþCp
;~d

� �
P sim ~V�Cp

;~d
� �

Then

(2) assign d to class Cp ;
(3) Else If sim ð~VþCn

;~dÞP sim ð~V�Cn
;~dÞ Then

(4) assign d to class Cn;
(5) Else
(6) use kNN classifier to find k-boundary nearest neighbor
documents of d in the BNDbCp and classify d via majority voting;
(7) End If
(8) End If

In the Algorithm 2, if sim ð~VþCp
;~dÞP sim ð~V�Cp

;~dÞ, classification of
document d belongs to RbCp which imply that d belongs to class
Cp with high confidence. If sim ð~VþCn

;~dÞP sim ð~V�Cn
;~dÞ, classification

of document d belongs to RbCn which imply that d belongs to class
Cn with high confidence. If above two conditions are not satisfied, d
belongs to RbCp and RbCn. This represents that d lies in the boundary
region BNDbCp (also belongs to BNDbCn because of BNDbCp ¼
BNDbCn according to VPRS). For this situation, kNN classifier is
applied to classify the document in the boundary between classes.
4.2. The architecture of text classification

The proposed architecture of text classification is described in
Fig. 3. The architecture comprises four key phases, i.e., preprocess-
ing, partitioning space of training set based on VPRS, building clas-
sifiers and classifying new documents.

4.2.1. Preprocessing
The preprocessing phase is done as follows:

Step 1. Text extracting: remove the HTML tag and extract plain
text from each Web page.

Step 2. Common word omitting: use a stop list to omit the most
common words.

Step 3. Word stemming: standardize word’s suffixes.
Step 4. Feature selecting: reduce the dimensionality of the data

space by removing irrelevant features. In this paper, infor-
mation gain is employed as feature selection method for it
consistently performs well in most cases (Yang & Peder-
sen, 1997).

Step 5. List constructing: construct a list which is used as a refer-
ence. When converting the text document to a vector of
features, each feature in the vector corresponds to a word
in the list.

Step 6. Feature weighting: apply the popular TF*IDF (Term Fre-
quency times Inverse Document Frequency) weighting
scheme to assign weight values for document’s vector.
The standard TF*IDF is defined as formula:

w�ij ¼ tfij � logðN � dfiÞ ð12Þ

where tfij is the frequency of the term ti in document dj; dfi is num-
ber of documents in which term ti occurs; N is the total number of
documents. Normalization by vector’s length is applied to all vec-
tors as formula:

wij ¼ w�ij

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
tk2di

ðw�ikÞ
2

s
ð13Þ
4.2.2. Partitioning space of training set based on VPRS
This phase implements the function of partitioning training

dataset into b-positive region, b-negative region and b-boundary
region for each category of documents.

4.3. Building classifiers

The role of this phase is to train two Rocchio classifiers accord-
ing Algorithm 1.

4.4. Classifying new documents

This phase implements the function of classifying new unseen
documents according to Algorithm 2. All documents to be classi-
fied must be preprocessed according to steps described in Section
4.2.1 only excluding of feature selecting step.

5. Experiment results and discussion

5.1. Experimental datasets

To evaluate the proposed approach, we have conducted exper-
iments on two popular corpora in text classification research, i.e.,
Reuters-215781 and 20-newsgroups2
http://people.csail.mit.edu/jrennie/20Newsgroups/.

http://www.research.att.com/lewis/reuters21578.html
http://people.csail.mit.edu/jrennie/20Newsgroups/
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Fig. 3. Schematic view of the architecture of text classification.
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Reuters-21578: the Reuters dataset is a standard text classifica-
tion benchmark, which collected documents by the Carnegie group
from the Reuters newswire in 1987. We used the ModApte version
of the Reuters-21578 collection for evaluation. In our experiments,
only the most populous six categories from this corpus are used as
our dataset, i.e., Acq, Crude, Earn, Grain, Interest, Ship. Binary text
classification is performed in the experiments.

20-newsgroup: the 20-newsgroup corpus contains approxi-
mately 20,000 newsgroup documents being divided nearly evenly
among 20 different newsgroups. In the experiments, we used two
main categories, i.e., Talk (talk) and Science (sci). The sub-catego-
ries of Talk are talk.politics.guns, talk.politics.mideast, talk.poli-
tics.misc, talk.religion.misc (respectively abbreviated here as
guns, mideast, misc, religion). The sub-categories of Science are
sci.crypt, sci.electronics, sci.med, sci.space (respectively abbrevi-
ated here as crypt, electronics, medical, space). The classification
is performed on the sub-categories within Talk and Science,
respectively.

5.1.1. Performance measures
To analyze the performance of classification, we adopt the pop-

ular F1 measure. As shown in Table 1, four cases are considered as
the result of classifier to the document (Yang & Liu, 1999).

TP (True Positive): the number of documents correctly classified
to that class.
TN (True Negative): the number of documents correctly rejected
from that class.
FP (False Positive): the number of documents incorrectly
rejected from that class.
FN (False Negative): the number of documents incorrectly clas-
sified to that class.
Table 1
Cases of the classification for one class.

Class C Result of classifier

Belong Not belong

Real classification Belong TP FN
Not belong FP TN
Using these quantities, the performance of the classification is
evaluated in terms of Precision (pr), Recall (re), and F1 measure.
Precision means the rate of documents classified correctly among
the result of classifier and Recall signifies the rate of correct classi-
fied documents among them to be classified correctly. F1 measure
is combination of precision and Recall

pr ¼ TP
TP þ FP

ð14Þ

re ¼ TP
TP þ FN

ð15Þ

F1 ¼ 2
pr � re
pr þ re

ð16Þ

The F1 measure which is the harmonic mean of Precision and Recall
is used in this study since it takes into account effects of both quan-
tities, which makes it a more reliable and suitable measure.

For ease of comparison, the macroaveraged F1 is also used to
evaluate the overall performance over the different categories.
The macroaveraged F1 computes the F1 measure for each category
and then takes the average over the per-category F1 measure. Gi-
ven a training set with m categories, assuming that the F1 value
for the ith category is F1(i), the macroaveraged F1 is defined as:

Macro� F1 ¼
Pm

i¼1F1ðiÞ
m

ð17Þ
5.1.2. Results and discussion
To evaluate the efficiency and effectiveness of our proposed

algorithm in text classification, two extensively used algorithms
in text classification, i.e., kNN and Rocchio, are implemented and
used as benchmarks for comparison. We select the first 2000 words
with the highest information gains as features. In the first experi-
ment we evaluate the F1 values of different algorithms on the
above two datasets. Performance is evaluated by 10-fold cross val-
idation. The basic settings of parameters for each algorithm in the
experiment are summarized in Table 2, where the optimal param-
eters are chosen for good result based on their performance among
all the settings.

Different values of parameters have been tried on each algo-
rithm to ensure that the experimental results faithfully reflect



Table 2
The basic settings of parameters for each algorithm.

Algorithm Reuters-21578 20-Newsgroup

kNN k = 30 k = 45
Rocchio l = 0.25 l = 0.25
Proposed algorithm b = 0.3, l = 0.25 b = 0.2, l = 0.25

k-partition = 35 k-partition = 25
k-boundary = 8 k-boundary = 14
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Fig. 4. The performance of the proposed algorithm with the b on Reuter-21578.
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the performance of the algorithms. For kNN classifier used as
benchmarks for comparison, the value of k varies from 5 to 100
with step 5. For proposed algorithm, the value of k-partition varies
from 5 to 50 with step 5 and the value of b varies from 0.05 to 0.45
with step 0.05 in building classifier phase; the value of k-boundary
varies from 2 to 20 with step 2 for kNN in classifying phase to clas-
sify new document which lies in the boundary region. The F1 value
of each algorithm on each category and the corresponding Macro-
F1 on each dataset are presented in Tables 3 and 4, respectively.

On Reuter-21578, the Macro-F1 of proposed approach is 85.3%,
which is approximately 1.8% higher than that of kNN, and 5.7%
higher than that of Rocchio algorithm. On 20-newsgroup, the
Macro-F1 of proposed approach is 87.7%, which beats kNN by about
3.5% and Rocchio algorithm by about 7.1%. Consequently, the pro-
posed algorithm is better than kNN and beats Rocchio algorithm by
a wide margin on two datasets.

For the proposed hybrid algorithm, Figs. 4 and 5 illustrate the
dependence of the classification performance in term of Macro-F1

with the parameter b on two datasets, respectively. Note that all
parameters are set according to the values described in Table 2
only excluding of b. From the two figures, we can discover a phe-
nomenon that with the increase of b, the proposed hybrid algo-
rithm in the beginning performs better and afterward worse.
When b takes 0.3 and 0.2, the proposed algorithm achieves the best
results on Reuter-21578 and 20-newsgroup respectively.

The computational efficiency of text classifiers is often the key
element to be considered in many applications such as dynami-
cally mining large web repositories (Sebastiani, 2002). In the sec-
Table 3
Comparison of the performances on Reuters-21578 dataset.

Category kNN Rocchio Proposed algorithm

Acq 0.892 0.866 0.923
Wheat 0.761 0.730 0.759
Crude 0.845 0.765 0.871
Earn 0.957 0.911 0.960
Interest 0.752 0.714 0.759
Grain 0.806 0.789 0.849
Macro-F1 0.835 0.796 0.853

Table 4
Comparison of the performances on 20-newsgroup dataset.

Category kNN Rocchio Proposed algorithm

Guns 0.902 0.836 0.948
Mideast 0.889 0.905 0.933
Misc 0.830 0.743 0.822
Religion 0.797 0.708 0.831
Crypt 0.865 0.832 0.918
Electronics 0.756 0.672 0.747
Medical 0.875 0.903 0.946
Space 0.821 0.847 0.875
Macro-F1 0.842 0.806 0.877

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
0.5

0.55

0.6

β

Fig. 5. The performance of the proposed algorithm with the b on 20-newsgroup.
ond experiment, we conduct a test to evaluate each algorithm’s
efficiency in classification. With the same settings of the first
experiment, two subsets were created for this test. One subset con-
tains 1000 documents randomly chosen from the Reuters-21578
collection, and the other contains 3000 documents randomly cho-
sen from the 20-newsgroup collection. The experimental results
are summarized in Table 5. The values in columns represent times
in seconds spent on testing by different algorithms.

From the experimental results, the total time costed by the pro-
posed algorithm is about only 21.7% (116.5/537.5) of that costed by
kNN, and thus the proposed algorithm is more efficient than kNN.

Above all, the proposed algorithm outperforms kNN and Roc-
chio in performance on both the Reuters-21578 and 20-newsgroup
datasets, and it is more efficient than kNN. Thus, the proposed ap-
proach is a good alternative for Rocchio algorithm and kNN in
some scenarios of text classification such as dynamically mining
large web repositories where kNN is not suitable due to its lower
efficiency.



Table 5
Comparison of the efficiency on two datasets.

Dataset kNN Rocchio Proposed algorithm

Reuters-21578 50.7 13.5 18.6
20-Newsgroup 1024.2 156.8 214.3
Total 537.5 85.2 116.5
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6. Conclusion

In this paper, two widely used techniques for text classification,
i.e., the kNN and the Rocchio algorithm, are analyzed and some
shortcomings of each are identified. Based on the analysis, a hybrid
algorithm based on VPRS is proposed to combine the strengths of
kNN and the Rocchio classifier nd overcome the problems of low
efficiency of kNN and model misfit of Rocchio. Extensive experi-
ments conducted on two common document corpora: the Reu-
ters-21578 collection and the 20-newsgroup collection show that
the proposed algorithm outperforms the Rocchio and kNN in per-
formance, and is therefore a quite competitive method which can
be a good alternative to kNN and Rocchio in some applications.
Our future effort is to find new ways to improve the classification
performance further and to apply the proposed hybrid approach to
integrate other classifiers.
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