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Abstract. Semi-supervised learning attracts much concern because it
can improve classification performance by using unlabeled examples. A
novel semi-supervised classification algorithm SsL-ARC is proposed for
real-time vehicle recognition. It makes use of the prior information of
object vehicle moving trajectory as constraints to bootstrap the classifier
in each iteration. Approximate region interval of trajectory are defined
as constraints. Experiments on real world traffic surveillance videos are
performed and the results verify that the proposed algorithm has the
comparable performance to the state-of-the-art algorithms.
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1 Introduction

Robust object recognition under real-world conditions is still a challenging task
and limits the use of state-of-the-art methods in industry (e.g., video surveil-
lance [1]). Recently, object recognition based on semi-supervised learning at-
tracts much attention which exploits both labeled and unlabeled objects in
learning classifier [2, 3]. It has been shown that for some kinds of problems,
the unlabeled data can dramatically improve the performance of classifier. How-
ever, general semi-supervised learning algorithms [4] assume that the objects are
independent so that they do not enable to exploit relationship between objects
which might contain a large amount of information. For example, in a surveil-
lance video, the certain vehicle location defines a trajectory which represents a
kind of relation among the labeling of the video sequence. The objects close to
the trajectory are positive examples; objects far away from the trajectory are
negative ones.

In semi-supervised learning , more feasible strategy for labeling unlabeled
examples is guided by some supervisory information [2]. This information may
be in a form of labels associated with some examples or some forms of con-
straints [5]. The second is more general. Its basic idea is combining detector and
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tracker [6] where the detector serves as initial model for semi-supervised learning.
Object tracking could learn some information from underlying examples, i.e. es-
timating object location in frame-by-frame fashion. The object to be tracked can
be viewed as a single labeled example and the video as unlabeled data. Many
authors perform self-learning and co-training for tracking object [7–9]. This kind
of approach predicts the position of the objects with a tracker and updates the
model with positive examples that are close and negative examples that are
far from the current position. The strategy is able to adapt the tracker to new
appearances and background, but breaks down as soon as the tracker makes
a mistake. In order to avoid above problem, Kalal proposed a bootstrapping
method by using structure constraints named P-N learning [10]. This approach
integrated tracker and detector and made them correcting each other. The ap-
proach demonstrated robust tracking performance in challenging conditions and
partially motivated our research.

Basing on the above idea, the paper proposes a new paradigm for learning from
dependent unlabeled objects. Relations between objects are used in parallel with
classification algorithm to mutually rectify their errors. The relation among the
objects is exploited by so called Approximate Region Constraints (ARC). That
is, lower approximate region specifies the most frequently acceptable patterns of
positive labels, i.e. objects on the moving trajectory. Upper approximate region
specifies possibly acceptable pattern of positive labels, i.e. objects near to the
trajectory.

The rest of the paper is organized as follows. Section 2 defines the vehi-
cle recognition problem and formulates the semi-supervised algorithm based on
ARC. Section 3 validates and analyzes the algorithm on real world traffic videos.
The last section concludes and discusses the future works.

2 Semi-supervised Learning Based on Approximate
Region Constraints (SsL-ARC)

2.1 SsL-ARC Algorithm Framework

Object detection problem could be regarded as an on-line learning process as
follows. Let x be an image patch from a frame set X in videos and y be a label
from lable-space Y = {1,−1}. A set of examples Xl and corresponding set of
labels Yl will be denoted as (Xl, Yl) and called a labeled set. The task of vehicle
recognition is to learn a classifier f : X → Y from a prior labeled set (Xl, Yl)
and bootstrap its performance by unlabeled data Xu.

A constrained boosting process is defined to verify the labels by classifier in
accordance with the trajectory of object. Its framework is shown in Fig.1. Based
on this idea, a SsL-ARC algorithm is proposed.

Classifier. Object detection is performed by classification method that decides
about presence of an object in an input frame and determines its location. Based
on the “bag of words” ideology, an object could be described by the collection of
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Fig. 1. SsL-ARC algorithm framework

interest points which are perceptually salient [11]. As a result, the Harris-Affine
corner measure is used to find the salient feature and SIFT [12] is used for salient
point description. In training phase, the Harris-Affine detector detects several
salient points and the SIFT descriptor yields a 128 dimensional vector for each of
these keypoints. This descriptor along with the scale information of the respective
keypoint forms a 131 dimensional pattern. The labeled object represented by the
feature vector was assigned a positive label and used for training. Core Vector
Machine (CVM) is adopted as classifier which is a recently proposed flavor of
SVM [13]. In testing phase, for a patch in a frame, all the salient keypoints were
classified. If the number of keypoints belonging to positive class exceeding 50%
of the total number of keypoints, the patch is labeled as positive.

Constraints. Selecting a single patch in the first frame as the labeled object,
we could draw a trajectory curve in the video volume based on the fact that a
single object appears in one location only in a given frame. The curve is obtained
by a CamShift tracker which follows the selected object from frame to frame [14].
CamShift essentially climbs the gradient of a back projected probability distri-
bution computed from rescaled color histograms and looks for the nearest peak
in an axis-aligned search window. These occur when objects in video sequences
are being tracked and the object moves so that the size and location of the prob-
ability distribution changes in time. CamShift which is originated from mean
shift uses continuously adaptive probability distributions so that it adjusts the
size and angle of the target rectangle each time it shifts. It does this by selecting
the scale and orientation that are the best fit to the target-probability pixels
inside the new rectangle location.

2.2 Approximate Region Constraints

Assume that the location of trajectory in time k is (mk
0
, nk

0
), the centroid of the

patch detected by the classifier in time k is (mk
1
, nk

1
), the distance between the

centroid of detected patch and the trajectory is as follows.

D(k) =
√
(mk

1 −mk
0)

2 + (nk
1 − nk

0)
2 (1)

Approximate region interval (Ari) based on interval set [15] is defined accord-
ing to the trajectory obtained by the tracker. The definition of an interval set
Arii(a, b) of object xi and its pair of threshold [16] is as follows.
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Definition 1. For an vehicle object xi ∈ Xt, its approximate region interval

Arii(a, b) = [α
(a,b)
i , β

(a,b)
i ], [a, b] is the time span of a video sequence, k ∈ [a, b].

D(k) ≤ αk
i is defined as the lower approximate region of object xi which

denotes the frequent occurrence region of the vehicle object xi;
D(k) ≤ βk

i is defined as the upper approximate region of object xi which
denotes the possible occurrence region of the vehicle xi;
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Fig. 2. Rough set approximate region of vehicle trajectory

The lower approximate region and upper approximate region of the trajectory
could be described as Fig.3. Approximate region constraint function accepts
a group of examples with labels given by the detector (Xk

u , Y
k
u ) and output

s subset of the group with changed labels (Xk
c , Y

k
c ). The lower approximate

region constraint which is denoted as L-constraint, is used to identify examples
that have been labeled negative by the classifier but it belong to the lower
approximate region of trajectory. In iteration k, L-constraint add n+(k) examples
to the training set with labels changed to positive. On the other hand, the upper
approximate region constraint which is named U-constraint, is used to identify
examples that have been labeled as positive but beyond the upper approximate
region of trajectory. In iteration k, U-constraint add n−(k) examples to the
training set with labels changed to negative. These constraints enlarge the pool
of positive and negative training set and thus improve the discriminative ability
of classifier.

3 Experiments

The proposed algorithm is tested on 6 video sequences originates from surveil-
lance videos of Shanghai Bureau of Urban traffic Management.

The algorithm SsL-ARC is initialized in the first frame by learning the Initial
Detector noted as Ini-Detec and sets the initial position of the tracker. For each
frame, the detector and the tracker find the location(s) of the object. The tracker
finds the trajectory of given object in the continuous frames while the detector
recognizes all patches similar to the given object by classifier. The objects close
to the trajectory and far away from the trajectory are used as positive examples
and negative examples, respectively.
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The detector is implemented by integrating the source of Harris-Affine cor-
ner measure, SIFT descriptor [17] and Core Vector Machine [13] with the de-
fault parameters. Gaussian kernel is selected in CVM. The performance of the
SsL-ARC algorithm is evaluated by precision P, recall R and F-measure since
the algorithm is a boosted classification algorithm in nature. P is the number
of correct detections divided by number of all detections, R is the number of
correct detections divided by the number of object occurrences that should have
been detected. F combines these two measures.

The performance of Ini-detec, Boost-detec and constrained tracker noted as
Cons-Track on 6 sequences is listed in Table1. The performance is measured by
P, R and F-measure averaged over time.

From the Table 1, we could observed that the Ini-detec has high precision
rate while very low recall rate. the Boost-detec has a significant increase on
recall rate. The SsL-ARC algorithm is compared with the famous P-N Learning
algorithm [10] on the same video sequences and has better performance on three
sequences that occupy half of the dataset. In our experiments, the proposed
algorithm shows better performance than P-N Learning.

Table 1. Performance analysis of SsL-ARC

Sequence Frame SsL-ARC algorithm(P/R/F) P-N Learning(P/R/F)
Ini-detec Boost-detec Cons-tracker

Bus 552 1.00/0.02/0.03 0.91/0.45/0.60 0.83/0.41/0.55 0.90/0.38/0.53
Crossing1 705 1.00/0.01/0.02 0.87/0.32/0.47 0.85/0.56/0.67 0.87/0.45/0.59
Crossing2 720 1.00/0.06/0.12 0.90/0.75/0.82 0.63/0.78/0.70 0.88/0.67/0.76
Evening 487 1.00/0.04/0.08 0.91/0.43/0.58 0.80/0.37/0.51 0.91/0.48/0.63
Night1 455 0.76/0.01/0.02 0.55/0.20/0.29 0.23/0.22/0.22 0.44/0.18/0.26
Night2 462 1.00/0.06/0.12 0.92/0.65/0.76 0.89/0.8/0.84 0.90/0.68/0.77

4 Conclusions

A boosting semi-supervised learning algorithm SsL-ARC constrained by approx-
imate region interval is proposed. The constraints are obtained by defining lower
approximate region and upper approximate region of given object trajectory.
The initial detector which is based on SIFT features and SVM classifier is
bootstrapped by a feedback from these constraints. The algorithm is applied to
the problem of real-time vehicle object recognition. Experiments on real world
surveillance videos show that the proposed algorithm has better performance
compared to the state-of-the-art methods. Further work may focus on defining
more refined constraints.
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