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a b s t r a c t

Person re-identification plays an important role for automatic search of a person's presence in a sur-
veillance video, and feature representation is a critical and fundamental problem for person re-identi-
fication. Besides, an reliable feature representation should effectively adapt to the changes of illumina-
tion, pose, viewpoint, etc. In this paper, we propose an effective feature representation called fusion of
multiple channel features (FMCF) which captures different low-level features from multiple channels of
HSV color space, considering the characteristics of different color channels and fusing color, texture and
correlation of spatial structure. Furthermore, it takes advantage of an overlapping strategy to eliminate
contrast of local cells in an image. In addition, we apply the simple weight distance metric to measure the
similarity of different images, rather than metric learning which relies on a specific feature and requires
more computing resources. Finally, we apply the proposed method of FMCF on the i-LIDS Multiple-
Camera Tracking Scenario(MCTS) and CUHK-01person re-identification datasets, and the experimental
results demonstrate that it is more robust to the variation of visual appearance.

& 2016 Elsevier B.V. All rights reserved.
1. Introduction

The task of person re-identification (re-id) is to match pedes-
trian images observed from disjoint views in non-overlapping
camera networks [1]. It has attracted more and more attention in
recent years due to its important applications in video surveil-
lance. The key issue of re-id system is to capture reliable and ro-
bust features from pedestrian images and measure the similarity
among them to estimate if they are from the same person. How-
ever, the complexity of the environment, which is affected by il-
lumination, pose, viewpoint, occlusion, image resolution and
camera setting in non-overlapping camera system, leads to various
challenges [2]. At present, the state-of-the-art approaches for
person re-identification are mainly divided into two groups:
(1) the appearance-based approach designing of distinctive and
stable descriptors to represent the person's appearance; (2) the
metric learning approach obtaining a suitable metric method
which minimizes the distance of the same person and maximizes
the distance of different persons.

Most existing appearance-based approaches concern low-level
features such as color (color histogram, Dominant color, color
hao),
space, etc. [3–5,45]), texture (local binary pattern (LBP), Gabor, Co-
occurrence matrix [6-8,35,40], etc. and shape [9–11,44,47]. These
features are always combined to improve the recognition rate.
Aiming to seek a distinctive and stable feature expression, re-
searchers have proposed a lot of feature representation algorithms,
ranging widely from symmetry-driven accumulation [12], covar-
iance descriptor [13], horizontal stripe-based partition [14], pyr-
amid matching [15], graph matching [16,48], salience matching
[10,17], local maximal occurrence [18], hash model [41], sparse
learning model [46,49,50], deep learning model [19–21], etc.
Meanwhile, feature extraction and multi-feature fusion are two
main issues for feature representation. In [22], D. Gray and H. Tao
propose the method of ensemble of local features (EFL), achieving
an efficient and intelligent descriptor for viewpoint invariant pe-
destrian recognition. While, in [23], the authors design the ap-
proach of bag of ensemble colors to combine low-level color his-
togram and semantic color names to represent human appear-
ances. These handcrafted or learning-based descriptors have made
impressive improvements over robust feature representation, and
advanced the person re-identification research. Unfortunately, it is
also extremely difficult to extract a stable feature which effectively
adapts to serve changes and misalignment across disjoint views.

Another aspect of person re-identification is how to learn a
robust distance or similarity function to deal with the complex
matching problem. Many metric methods simply choose a stan-
dard distance such as −l norm1 [24], − −l norm based2 distance
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[25], or Bhattacharyya distance [22]. However, they would essen-
tially treat all features equally without learning and discarding bad
features selectively, thus the matching result is always undesir-
able. In contrast, the distance learning based approaches typically
learn a discriminative metric between appearance features of the
same person and different persons across camera pairs. These
methods mainly include Rank SVM [26], least squares [43], Re-
lative Distance Comparison (RDC) [14], Kernel-Based Metric [27],
Mahalanobis distance learning [29], Deep Metric Learning (DML)
[30], metric ensembles [28], non-convex model [42], and Iterative
re-weight sparse ranking [31] etc. In practice, many previous
metric learning methods show a two-stage procedure for metric
learning, that is, the Principle Component Analysis (PCA) is first
applied for dimension reduction, then metric learning is per-
formed on the PCA subspace. However, this two-stage procedure
may not be optimal for metric learning in a low-dimensional
space, because samples with different classes may already be
cluttered after the first stage.

In this paper, we propose an effective appearance-based feature
representation called fusion of multiple histogram features
(FMCF). Different from the previous works, FMCF pays more at-
tention to the properties with different channels of color space
HSV and captures the weight-color histogram, texture and spatial
structural information using color space component instead of
gray-value images. Main contributions in the current paper are as
follows:

A. A new feature descriptor called fusion of multiple channel fea-
tures (FMCF) has been proposed.

B. The proposed method of FMCF captures color information form
hue and saturation components of HSV color space, while tex-
ture and spatial structural information are extracted from value
component.

C. Joint histogram, acquisition and matching have been done for
person re-identification.

D. Histogram is captured with overlapping strategy from three
components of HSV color space.

The remainder of this paper is organized as follows. We review
the related works in Section 2. We introduce the theory of the
proposed approach in Section 3. In Section 4, we carry out the
comparative experiments on two public person re-identification
datasets and give the detailed discussion based on the experi-
mental results. Finally, conclusions are offered in Section 5.
2. Related work

This paper aims to seek an effective appearance-based method
for person re-identification from the view of multiple channel
features extraction. Therefore, first of all, we present an overview
of the relevant works, i.e., HSV color space, local binary pattern
(LBP) [33] and histogram of Oriented Gradients (HOG) [34].

2.1. HSV color space

In general, there are three types of images, including binary
image, gray scale image and color image. Aiming to reduce the
complexity of algorithm, most approaches just concern the gray
scale image. In contrast, the color image consists of multiple
channels which contain a range of intensity and describe more
rich information. Among them, the RGB color space composed of
red, green and blue is widely utilized for image representation.
However, the three channels pay more attention to the color
property, ignoring other characteristics of color space. Hence, in
our proposed approach, we consider the HSV color space that
stands for hue, saturation and value which describe different
characteristics of color image.

Hue component is directly related to the color which can be
distinguished by the human eye. It is defined as an angle value,
varying from 0° to 360°. Each number corresponds to a different
color. Saturation component describes the purity of color compo-
nent, and the value shows the intensity of a color. It is numbered
from 0 to 1, as it goes from low to high intensity of color. Mean-
while, value component also varies from 0 to 1 and it is most si-
milar to gray-scale image.

Compared with other color spaces, many research works have
explained that HSV color space is more effective for extracting
color, intensity and brightness from images [38]. Besides, different
channels of HSV color space are relatively independent and have
weak correlation, which is conducive to extracting more varied
and sufficient information from single color channel. Meanwhile, it
can ensure that the dimension of feature vector is low. In our
proposed approach, images are converted from the RGB space to
the HSV color space, besides we deal with the characteristics of
different channels to capture suitable and abundant features
which combine the color, texture and spatial structural informa-
tion for person re-identification.

2.2. Local binary pattern (LBP)

A landmark representative of these structural image de-
scriptors is Local Binary Pattern first proposed by Ojala et al. [33]
as a gray-scale invariant texture descriptor. LBP code is obtained
by thresholding its circularly symmetric n-neighbors in a circle of
radius r with a pixel value of central point, and arranging the
results as a binary string, shown in Fig. 1. It is stable and robust for
the change of illumination. The mathematical representation of
LBP is as follows:

∑= ( − ) × ( )=
−LBP P I I 2 1n r i

n
i c

i
, 1 1

1

( ) =
≥

( )

⎧⎨⎩P t
t
else

1, 1
0, 2

1

LBPn r, obtains the local binary pattern of each pixel, where n
and r are the number of neighboring pixels and the radius of circle,
taken for computation. Ii is the pixel value of center point and Ic is
the pixel value of neighboring pixels.

2.3. Histogram of Oriented Gradients (HOG)

The Histogram of Oriented Gradients (HOG) is a popular de-
scriptor that was initially proposed for pedestrian detection by
Dalal and Triggs [34]. HOG is represented by the 3D histogram of
gradient locations and orientations, and employs both rectangular
and log-polar location grids. The process of generating HOG De-
scriptor for an image is shown in Fig. 2. Aiming to capture the HOG
feature, the gradient and director of the images are compute by
Eqs. (3)–(6).

( ) = ( + ) − ( − ) ( )G x y I x y I x y, 1, 1, 3x

( ) = ( + ) − ( − ) ( )G x y I x y I x y, , 1 , 1 4y

( ) = ( ) + ( ) ( )G x y G x y G x y, , , 5x y
2 2

α ( ) = ( ( ) ( )) ( )−x y G x y G x y, tan , / , 6x y
1

There, α( ) ( ) ( ) ( ) ( )I x y G x y G x y G x y x y, , , , , , , and ,x y represent
color pixel value, the gradient of horizontal director, the gradient
of vertical director, gradient values and directions at point ( )x y, ,



Fig. 1. Local binary pattern and local extrema pattern examples.
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respectively.
Then, the authors divide the image windows into small spatial

regions called cell and accumulate a local 1-D histogram of gra-
dient directions or edge orientations over the pixels of the cell.
Aiming to better adopt the change of illumination, shadowing,
contrast-normalization is applied to these local histograms. Then,
these cells are grouped together in 2�2 overlapping blocks and
each of these blocks is normalized individually. The overlapping of
blocks ensures that there is no loss of local variations and con-
sistency across the whole image. Finally, the HOG feature consists
of these histograms captured from blocks.
3. FMCF: a novel image feature extraction method

As discussed in Section 1, the previous works, such as HOG and
LBP, capture reliable features from gray-value images and take into
account that the three channels of HSV color space are identical,
ignoring the characteristics of different channels. While HSV color
space consists of hue, saturation and value parts which separately
represent different properties of a color image. We can extract
more information from different channels, keeping low dimension
of the feature vector. Inspired by this idea, we concern the char-
acteristics of different channels of HSV color space and design
suitable features to capture rich information, joining them by
weight metric distance for person re-identification. It is more ro-
bust to the change of illumination and view, because it combines
the advantages of HOG and LBP. The process of our proposed
Fig. 2. Process of formation of Histogram of
method is shown in Fig. 3 and we will introduce it in detail.

3.1. S-weight histogram of H-channel (SWH-H)

In the HSV color space, hue component corresponds to the color
information and the value of hue is defined as an angle, varying
from 0° to 360°. It is suitable to extract color information. In our
proposed approach, we quantify the value of hue component into
12 bins, aiming to capture optimum color information and reduce
the dimension of feature vector. In addition, saturation component
represents the purity of color component and the value describes
the intensity of a color. Based on this idea, we extract the histo-
gram of color information from H-channel and apply the value of
saturation as the weight of hue's value instead of equality. It is
defined as:

∑ ∑( ( )) = ( ( )) + ( ) ( )h H x y h H x y S x y, , , 7

Where ( )H x y, is the value of H-channel with quantifying at point
( )I x y, , and ( )S x y, is the value of S-channel. We can obtain
S-weight histogram of H-channel (SWH-H) for description of the
color information.

3.2. Local dominant orientation with V-channel (LDO-V)

As mentioned above, the value component of HSV color space
is most similar to gray scale image which contains rich texture
information, hence we take advantage of the local dominant or-
ientation to extract the reliable gradient orientation
Oriented Gradients feature descriptor.



Fig. 3. An overview of the proposed method.
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representation based on principal component analysis (PCA)
method. PCA provides a set of optimal basis vectors to represent
the given data and results in the minimum mean-square approx-
imation error. It can be done by eigenvalue decomposition of the
data covariance matrix or singular value decomposition (SVD) of
data matrix [37]. Here, we apply the method of SVD to capture
local dominant orientation.

We denote a gradient matrix over a ×p p window (wi) around
the interesting point ( )I x y, of an image:

= ( ) ( ) ∈
( )

⎡
⎣
⎢⎢

⎤
⎦
⎥⎥G g k g k k w

...

...

...

...
,

8
x y i

where ( )g kx and ( )g ky are the gradients of the image at point
( )x y,k k in x and y directions, respectively. Then, we extract the
reliable local information of the path wi from the gradient matrix
G. It is obtained by performing SVD on G.

= = [ ][ ] ( )G USV Udiag s s v v, , 9T T
1 2 1 2

where U is a ×P 2 matrix, and V is a ×2 2 matrix. For each matrix,
the column vectors are orthogonal. S is a diagonal ×2 2 singular
value matrix representing the energy in the dominant orientation
and its perpendicular direction. In the matrix of V , the first column
vector = ⎡⎣ ⎤⎦v u u,1 1,1 1,2 describes the dominant orientation of the
local gradient field. Hence, the dominant orientation angle θ is
defined as follows:

( )θ = ( )v varctan / 101,1 1,2

Furthermore, the singular values s s,1 2 represent the energy
information, the relative energy e of the dominant orientation in
the path wi is defined as follows:

λ
λ

= +
+ ( )

e
s
s 11i

1

2

where λ is the regularization parameter, which is used to keep the
denominator of the ratio from being close to zero and retrain the
effect of noise.
For every pixels ( )V x y, in V-channel, we will apply the local
dominant orientation operator (LDO-V) to compute the dominant
orientation and energy θ( )e,x y x y, , and obtain the dominant or-

ientation and energy map
θ θ

θ θ
=

( ) ( )

( ) ( )

⎡

⎣
⎢⎢

⎤

⎦
⎥⎥O

e e

e e

, ... ,
... ... ...
, ... ,
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x x x y x y

1,1 1,1 1, 1,

,1 ,1 , ,

.

3.3. Local extrema patterns

The dominant orientation and its corresponding relative energy
reveal the structural information in a local path. However, the
operator pays more attention to principal information of a local
path and ignores the correlation of different points in the local
path. Hence, we take advantage of the local extrema pattern (LEP)
which is designed by Murala et al. [36] and inspired by local binary
pattern (LBP) operator to capture more texture and orientation
information. LBP code considers each pixel (except boundary
pixels) as a center pixel and is computed by a threshold of every
neighborhood pixel with each center pixel. Differently, LEP deals
with edge information in different directions, including 0°, 45°,
90°, 135°, and assigns 1 if both neighboring pixels are greater or
less separately as compared to the center pixel in a particular di-
rection, and 0 if otherwise , shown in Fig. 1. For a center pixel Ic
and the corresponding neighbor pixel Ii, LEP is obtained as follows:

′ = − = ( )I I I i, 1, 2, ... , 8 12i i c

ψ ψ ψ′( ) = ( ′ ′ ) = ( + ) ∈ { } ( )+I P I I k, , 1 /45 , 0 , 45 , 90 , 135 13i k k2 4
o o o o

( ′ ′ ) =
′ × ′ ≥

( )
+

+
⎧⎨⎩P I I

I I
,

1, 0

0, else 14
k k

k k
2 4

4

∑ ψ( ) = × ′ ( ) ( )ψ
ψI ILEP 2 15c k

/45

In contrast, the operator of LEP can particularly describe the
spatial correlation of a center point and its neighborhood points.
Therefore, we apply the operator of LEP to extract texture, or-
ientation and spatial structural information with the V-channel of
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HSV color space, and make up for the loss information of the LDO-
V operator.
3.4. Extracting overlapping histogram

It is well known that a single global histogram ignores the
whole structural and spatial information of the object. Therefore, it
cannot meet the demand of image feature extraction. Fortunately,
the local information is effectively described by the local texture
and color histogram. Besides, the LEP coding retains the stable
local spatial structure which is appropriate to represent the ap-
pearance of pedestrians that has obvious structural characteristics.
Inspired by the framework of HOG, we divide the image into a

series of ×k k cell-regions
⎡
⎣
⎢⎢

⎤
⎦
⎥⎥

c c

c c

...
... ... ...

...

n

m m n

1,1 1,

,1 ,

to obtain sufficient his-

togram features and make full use of overlapping strategy to
construct the block Bx y, ¼ + + + +⎡⎣ ⎤⎦c c c c, , ,x y x y x y x y, 1, , 1 1, 1 for extracting
the whole structural information of the appearance of pedestrian.
Where k is the size of cell-regions and n m, represent the number
of cell-regions in the horizontal and vertical directions, respec-
tively. And Bx y, represents the block which consists of ×2 2 cell-
regions. Then, each of these blocks is normalized individually and
we capture the statistical information from these blocks.

In our proposed approach, we capture three 1-D local histo-
grams from a ×k k cell-region, including SWH-H, LDO-V and LEP-
V, and respectively construct three different groups of features,
shown in Fig. 4, rather than fuse them together. We denote these
threes feature vectors as follows:

= ( )− −
( )

−
( )

−
( )⎡⎣ ⎤⎦H h h h, , ... , 16swh h swh h swh h swh h
L1 2

= ( )− −
( )

−
( )

−
( )⎡⎣ ⎤⎦H h h h, , ... , 17ldo v ldo v ldo v ldo v
L1 2

= ( )
( ) ( ) ( )⎡⎣ ⎤⎦H h h h, , ... , 18lep lep lep lep

L1 2
Fig. 4. The histograms captured from different channels considering the characteristics
local dominant orientation histogram extracted from V-channel, and local extrema patt
3.5. Ensembles of distance

In our proposed approach, we apply Canberra distance [38] to
calculate the similarity between two feature vectors T and Q . It is
shown in Eqs. (19)–(21):

∑( ) = | − |
| + | + | + | ( )=

D T Q
T Q

T u Q u
,

19i

M
i i

i t i q1

∑= ( )=
u T M/ 20t i

M
i1

∑= ( )=
u Q M/ 21q i

M
i1

Where M is the dimension of feature vectors. For three feature
vectors of − −H H H, andswh h ldo v lep, we can obtain three different
distances, denoted as − −D D,swh h ldo v and Dlep. Finally, a weight
distance metric is conducted via:

α β γ= × + × + × ( )− −D D D D 22swh h ldo v lep

Where weighted coefficients α β γ, and are set as 0.5, 0.3, 0.2,
respectively.

3.6. The overall algorithm

Algorithm: Fusion of multiple channel features
Input: a gallery set = { } =G g i n, 1, 2, ... ,i and a probe set

= { } =P p j m, 1, 2, ... ,j .

Begin:
(1) Convert RGB color space to HSV color space, obtaining ′G and

′P ;
(2) Quantify the value of H-channel into 12-bins;
(3) Extract S-weight color histograms with H-channel (SWH-H)

from cells;
(4) Extract local dominant orientation histograms with V-chan-

nel (LDO-V) from cells;
of HSV color space: S-weight histogram extracted from H-channel and S-channel,
ern histogram extracted from V-channel.
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Algorithm: Fusion of multiple channel features
(5) Extract local extrema pattern histograms with V-channel

(LEP-V) from cells;
(6) Construct blocks and obtain histograms with SWH-H, LDO-V

and LEP-V, respectively, denoted as − − −H H H, ,swh h ldo v lep v;
(7) Obtain the set of feature vectors with gallery and probe, de-

noted as − − −H H H, ,swh h
G

ldo v
G

lep v
G and − − −H H H, ,swh h

P
ldo v
P

lep v
P ;

(8) Obtain the Canberra distance between gallery and probe,
denoted as − −D D,swh h

p g
ldo v
p g, , and −Dlep v

p g, ;

(9) Obtain the finally distance: α β γ= × + × + ×− − −D D D Dp g swh h
p g

ldo v
p g

lep v
p g

,
, , , ;

(10) Obtain the matching rate.
End
Output: the matching rate.

4. Experiments

In this section, we compare the performance of the proposed
approach (FMCF) to that of the state-of-the-art methods reported
on i-LIDS Multiple-Camera Tracking Scenario (MCTS) and CUHK-01
person re-identification datasets. The i-LIDS MCTS dataset is used
to testify the performance over variance of lighting illumination,
obstacle, etc. The CUHK-01 dataset concerns the problem of large-
view angle change and illumination change can also be drastic. For
assessment of performance, we randomly choose all images of p
persons (classes) to set up the test set which includes a gallery set
and a probe set. The gallery set consists of one image form each
person and the remaining images are used as the probe set. This
procedure is repeated 10 times.

Meanwhile, we use the standard performance measurements to
evaluate our proposed approach (FMCF), also known as Cumulative
Matching Characteristic (CMC) and Synthetic Disambiguation/Re-
acquisition Rate (SD/RR) curves [32]. The CMC curve represents the
expectation of the probe image correct match at rank r against the
p gallery images. And rank-1 matching rate is thus the correct
matching, recognition rate. However, the SD/RR curve measures the
probability that any of the m best matches is correct. In practice, a
high rank-1 matching rate is significant, meanwhile, the top r
ranked matching rate with a small r value is also critical because
the top matching images will normally be verified by a human
operator. Next, we will report and analyze the detailed results of
Fig. 5. Examples of person re-id
experiment with the problem of person re-identification.

4.1. Performances on i-LIDS MCTS dataset

In i-LIDS MCTS dataset, which is captured at an airport arrival
hall in the busy times in a multi-camera CCTV network, there are a
total of 119 persons and 476 images, shown in Fig. 5. All images are
normalized to 90�160 pixels in our experiments. Besides, a lot of
these images undergo the change of view angle and large illumi-
nation, and are subject to large occlusions. Next, we will analyze
our proposed approach (FMCF) in details with this dataset.

4.1.1. Comparison with the relative algorithms
In this experiment, we choose all images containing

=p 30, 50, 80 persons to test the performance of the proposed
approach (FMCF), compared with the relative methods of color
histogram, LBP [33], HOG [34], ELF [22], LEP [36] and PRICoLBP
[39]. The matching rate shown in Fig. 6(a1, a2, a3) gives an idea of
the trend of the curve across all ranks. Meanwhile, in Table 1, we
can see that our method achieves a rank-1 matching rate of 42.7%,
37.7%, and 31.7% with =p 30, 50, 80, outperforming the best result
obtained by ELF, which achieves a rank-1 matching rate of 33.4%,
30.0%, and 25.0%. It is shown that our proposed approach captures
color, texture and spatial structural information, and integrates the
advantages of HOG and LEP to reduce intra-class variations. Be-
sides, the overlapping strategy enhances the robustness of illu-
mination variation, so that the same person can be recognized at a
higher rank. Furthermore, from the SD/RR curves shown in Fig. 6
(b1, b2, b3), we can see that the performance of our proposed
approach (FMCF) is also superior to that of others. This indicates
that any of the m-best matches is correct than the other ap-
proaches on this dataset.

Besides, different scales of cell for capturing local 1-D histo-
gramwill lead to extracting different features which have different
performances for person re-identification in this dataset. So, what
is the suitable sizes in practice? Next, we will further analyze the
effects on performance, undergoing different scales of cell.

4.1.2. Experiments using different sizes of cell
In this section, we apply different sizes of cell in our proposed

method (FMCF) to extract 1-D histogram feature and carry out
experiments. These lead to different results, the performances at
rank-1, 5, 10, and 20 are listed in Table 2. Note that, the size of cell
entification on i-LIDS MCTS.



Cumulative Matching Characteristic Curve Synthetic Disambiguation/Reacquisition Rate 

(a1) 30=p )1b( 30=p

(a2) 50=p )2b( 50=p

(a3) 80=p )3b( 80=p
Fig. 6. The CMC and SD/RR curves of our approach, color histogram, LBP, HOG, ELF, LEP and PRICoLBP on i-LIDS MCTS dataset. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)
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as ×15 16 probably outperforms other cells, although the
matching rate at rank-20 is not the best. In order to eliminate the
local variations and ensure a lower dimension of feature vector
which can retain more information, we empirically take advantage
of the size of cell as ×15 16 in our experiments.

4.1.3. Analysis of the fusion of multiple feature
Our proposed approach (FMCF) concerns the characteristics of

different channels with HSV color space and makes full use of
most suitable descriptors to describe the features of multiple
channels. Aimed to intuitively show the improvement of the per-
formance, we report the rank 1, 5, 10, 20 matching rate (%) with
our approach (SWH-H þ LDO-V þ LEP-V), SWH-H, LDO-V, LEP,
SWH-H þ LDO-V on i-LIDS MCTS dataset, shown in Fig. 7 and
Table 3. We can see that the descriptor of SWH-H captures his-
togram features from S-channel and H-channel and the matching
rate is higher than the descriptors of LDO-V and LEP-V which all
extract texture and structural information from V-channel.



Table 1
The rank 1, 5, 10, 20 matching rate (%) with our approach, color histogram, LBP, HOG, ELF, LEP and PRICoLBP on i-LIDS MCTS dataset.

Methods =p 30 =p 50 =p 80

=r 1 =r 5 =r 10 =r 20 =r 1 =r 5 =r 10 =r 20 =r 1 =r 5 =r 10 =r 20

Our 42.7 71.3 83.6 94.9 37.7 61.7 73.6 86.0 31.7 51.5 62.5 72.2
Color histogram 22.7 48.6 67.7 91.3 18.5 40 55.4 76.7 17.9 33.5 45.3 61.4
HOG 29.4 50.7 66 88.3 24.5 45.8 58.6 73.7 22.5 39.1 49.1 61.6
LBP 23.9 56.4 71 88.3 17.8 43.6 60.1 75.6 15.1 33.3 45.0 60.6
ELF 33.4 58.3 70.7 90.4 30 55.3 67.0 82.2 25 43.9 55.1 68.7
LEP 25.6 55.7 69.1 91.6 18.1 44.9 59.0 73.6 17.5 34.2 47.2 60.6
PRICoLBP 22.1 51.0 67.6 86.4 15.6 37.9 52.9 77.2 13.0 28.4 40.8 58.1

Table 2
The rank 1, 5, 10, 20 matching rate (%) with different sizes of cell oni-LIDS MCTS dataset.

Person =p 30

Cell Width 15 30 45

Height 16 20 32 40 80 16 20 32 40 80 16 20 32 40 80

Rate (%) Rank-1 42.7 38.6 40.4 35.6 29.7 40.7 39 37.4 34.3 27.9 38.6 38.9 35.9 32.4 29.1
Rank-5 71.3 69.1 69 69 64.7 70.1 70.6 67.3 68.4 65.6 69.7 68.9 67.9 66.7 61.9
Rank-10 83.6 79.7 80 79.4 76.7 81.6 82.4 77.4 80.6 78.9 80.3 80.4 81.9 79.7 77.3
Rank-20 94.9 93 92.4 93.9 89.4 94.1 94.1 95.3 95 91.6 92.4 90.9 92.3 90.6 91.4

Cumulative Matching Characteristic Curve Synthetic Disambiguation/Reacquisition Rate

Fig. 7. The CMC and SD/RR curves of our approach (SWH-H þ LDO-V þ LEP-V), SWH-H, LDO-V, LEP-V and SWH-H þ LDO-V on i-LIDS MCTS dataset.

Table 3
The matching rate (%) with our approach (SWH-H þ LDO-V þ LEP-V), SWH-H,
LDO-V, LEP-V and SWH-H þ LDO-V on i-LIDS MCTS dataset.

Methods =p 30

=r 1 =r 2 =r 3 =r 4 =r 5 =r 10 =r 15 =r 20

SWH-H 29.7 41.7 51 57.7 64.1 74.7 80.6 86
LDO-V 25 34.3 41.6 47.1 52.6 67.7 79.4 86.9
LEP-V 22.3 32.9 40.9 48.4 54 71.3 85.4 91.6
SWH-H þLDO-V 37 48.7 57.9 63.9 67.1 80 87 93.1
SWH-H þLDO-V
þLEP-V

42.7 56.3 62.3 66.7 71.3 83.6 90 94.9
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Combing the descriptors of SWH-H and LDO-V, it can capture
more color and texture information of HSV color space, so that the
performance is superior to a single descriptor, achieving the
matching rate of 37% at rank¼1. While the descriptor of LDO-V
only extracts the local dominant orientation information, ignoring
the correlation of spatial structure in the local cells. Hence, our
proposed approach fuses the descriptors of SWH-H, LDO-V and
LEP-V to capture color, texture and spatial correlation from dif-
ferent channels, and it is more robust to the changes of view angle
and large illumination, etc. Compared with the descriptor of SWH-
H þ LDO-V, it has a more effective performance for person re-
identification on this dataset, achieving the rank-1 matching rate
of 42.7%.

4.1.4. Analysis of the parameters of weight distance metric
Our proposed approach (FMCF) combines the metric distance

computed by multiple operators from different channels of HSV
color space with the factor (α β γ, , ) as weight. In this experiment,
we report the performance of FMCF with different factors of
weight in Table 4(1) and Table 4(2). It is shown that the matching
rate with α β γ= = =0.5, 0.3, 0.2 is higher than other factors of
weight at =rank 1, 5, 10, achieving 42.7%,71.3% and 68.1%. Among
them, we can see that the weight of SWH-H is obviously higher
than other operators, because it fuses the information of H–
channel and S–channel. In contrast, the difference between of
LDO-V and LEP-V is small.



Table 4(1)
The rank 1, 5, 10 matching rate (%) with our approach (FMCF) with different factors of weight on i-LIDS MCTS dataset.

α 0.1

β 0.1 0.3 0.5

γ 0.1 0.2 0.3 0.5 0.1 0.2 0.3 0.5 0.1 0.2 0.3 0.5
Rank-1 36 31 31.2 25.9 35 34.9 32.9 30.1 32.1 34.7 33.6 29.1
Rank-5 64.4 62.7 56.9 51.6 65.1 63 62.4 56 60 61.6 61 57.6
Rank-10 77.6 77.3 73.7 71.1 78.7 76.9 77.4 74.3 77 77 77.9 75.6

Table 4(2)
The rank 1, 5, 10 matching rate (%) with our approach (FMCF) with different factors of weight on i-LIDS MCTS dataset.

α 0.5

β 0.1 0.3 0.5

γ 0.1 0.2 0.3 0.5 0.1 0.2 0.3 0.5 0.1 0.2 0.3 0.5
Rank-1 35.1 37.9 35.4 32.9 36.9 42.7 37.7 35 39.3 39.9 40.4 36
Rank-5 66.4 69.8 65.3 63.2 68.4 71.3 65.3 65.1 67.7 67 68.1 64.4
Rank-10 76.9 78.7 75.1 76.7 80.2 83.6 79 78.7 79.7 78.1 80.9 77.6

Fig. 8. Examples of person re-identification on CUHK-01 dataset.
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4.2. Performances on CUHK-01 dataset

The CUHK-01 dataset contains 971 persons and 3884 images,
each of whom has two images in each camera view. Camera A
captures the frontal or back views of pedestrians, whereas camera
B captures their side views. All images are normalized to 60�160
pixels. Note that we choose all images of =p 334, 486, 971persons
and randomly select only one image form each person for the
gallery set. In this dataset, the main problem of person re-identi-
fication is the large scale changes in camera view, shown in Fig. 8.

Also, we compare the rank-1, 5, 10, 20 matching rate of our
proposed approach with several state-of-the-art and correlative
approaches (color histogram, HOG, LBP, ELF, LEP and PRICoLBP),
and report the results in Fig. 9 and Table 5. We can see that the
matching rates at rank-1 with =p 334, 486, 971 are 26.5%, 25.0%,
22.1% which outperform the best result of 22.2%, 21.1%, 18.8%
obtained by other approaches.From Fig. 9, it is noted that our
proposed approach is significantly better than other approaches. It
proves that our proposed approach(FMCF) can effectively extract
the reliable features of color, texture and spatial information from
all of the cell-regions in the person images which improve the
adaptability of the large scale changes of view angle. Therefore,
our proposed approach (FMCF) is most effective for the CUHK-01
dataset. Meanwhile, the SD/RR curve also has a better performance
for the probability that any of the m-best matches is correct than
other approaches.
5. Conclusion and future work

In this paper, we have presented an efficient and effective method
for person re-identification. We have proposed a reliable and robust



(a1) 334=p )1b( 334=p

(a2) 486=p )2b( 486=p

(a3) 971=p )3b( 971=p

Cumulative Matching Characteristic Curve Synthetic Disambiguation/Reacquisition Rate 

Fig. 9. The CMC and SD/RR curves of our approach, color histogram, LBP, HOG, ELF, LEP and PRICoLBP on CUHK-01 dataset. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)
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descriptor called FMCF, which is shown to be effective for the
viewpoint changes and illumination variations. The descriptor of
FMCF pays more attention to the characteristics of different channels
with HSV color space, combining color, texture and spatial informa-
tion. Besides, we have discussed the performance, undergoing dif-
ferent scales of cell for capturing the 1-D feature histogram. Experi-
ment on two challenging person re-identification datasets, i-LIDS
MCTS and CUHK-01, show that the proposed method (FMCF) im-
proves the rank-1 identification rates of correlative methods by 10.3%
and 3.7% on the two databases, respectively. Due to the promising
performance of the FMCF feature, it would be interesting to study
other local features (e.g. Gabor, other color descriptors, etc.) or fea-
ture coding approaches with the same FMCF idea for person re-
identification. It is also interesting to see the application of FMCF to
other cross-view matching problems, such as the heterogeneous face
recognition. In addition, we can bring metric learning idea into our
proposed method for a better improvement of performance for
person re-identification.



Table 5
The rank 1, 5, 10, 20 matching rate (%) with our approach, color histogram, LBP, HOG, ELF, LEP and PRICoLBP on CUHK-01 dataset.

Methods =p 334 =p 486 =p 971

=r 1 =r 5 =r 10 =r 20 =r 1 =r 5 =r 10 =r 20 =r 1 =r 5 =r 10 =r 20

Our 26.5 36.9 43.3 51.0 25.0 33.4 39.0 46.6 21.9 29.0 33.3 38.8
Color histogram 22.8 28.4 31.8 36.4 21.1 27.2 29.6 33.8 11.1 15.1 18.1 21.1
HOG 22.2 28.3 31.7 36.3 21.1 26.9 29.7 33.5 18.8 24.1 26.7 29.9
LBP 17.8 22.9 25.7 29.6 16.1 20.5 22.6 25.3 12.5 16.8 18.9 21.8
ELF 22.4 26.1 28.2 32.1 20.1 23.6 25.5 28.6 17.7 21.3 23.2 25.3
LEP 11.5 18.7 22.6 26.8 9.9 16.0 19.4 23.7 7.8 13.0 16.0 18.7
PRICoLBP 8.8 16.5 20.7 26.0 7.8 14.4 17.8 22.5 5.5 10.2 12.9 16.5
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