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Abstract—In real-world applications, most data sets consist
of few labeled instances and many unlabeled instances. For
those data sets, labeled ones can provide useful discriminant
information for training a learning machines while unlabeled
ones only provide less information. Thus most traditional learning
machines have no ability to process this kind of data sets.
In order to process the small-size-labeled problems, previous
scholars develop Universum learning which can generate addi-
tional unlabeled instances with some discriminant information
so as to enhance useful information for training a feasible
learning machine. Moreover, many learning machines have been
developed to process matrix instances including images, video,
etc. These matrix learning machines have better classification
performances compared with the original vector-instance-based
learning machines including support vector machine when they
process matrix instances. After that, some scholars develop
learning machines to process both matrix instances and small-
size-labeled data sets, for example, double-fold localized multiple
matrix learning machine with Universum (UDLMMLM). While
those learning machines have no ability to process multi-view
data sets whose instances consist of multiple views and each view
represents information for instances from a field. Thus, in this
manuscript, we adopt UDLMMLM as a basic learning machine
and extend its model to multi-view case. The new learning ma-
chine is named as Universum-based multi-view matrix learning
machine (UMMLM). Experiments on some different kinds of
data sets validate the effectiveness of UMMLM.

Index Terms—Matrix learning, Universum learning, Multi-
view learning

I. I NTRODUCTION

A. Background

Pattern recognition is a branch of machine learning that
focuses on the recognition of instances and regularities in data

[1]. For the recognition of instances, there are many widely
used approaches, i.e., matrix learning, Universum learning,
multi-view learning, etc.

1) Matrix learning: In real-world applications, to choose
an appropriate representation for instances is necessary. In
traditional pattern recognition applications, an instance is
always represented by a point in ad-dimensional space
[1]. Such a representation is treated as vector representation
and can bring a convenience in mathematics. Instances with
vector representation are called vector instances and the corre-
sponding learning machine is named as vector-instance-based
learning machine or vector learning machine. While vector
learning machine cannot process matrix instances which are
represented by a matrix representation including images or
videos. Moreover, vectorizing a matrix instance to be a vector
one so as to fit to the model of vector learning machine brings
three potential problems [2]–[4]. One is the loss of some
implicit structural or local contextual information, another
is the requirement of a large memory, the third is the high
risk of overtraining. To solve these problems, matrix-instance-
based learning machine, i.e., matrix learning machine which
can process matrix instances directly has been developed.
Some classical matrix learning machines are matrix-instance-
based Ho-Kashyap (HK) learning machine with regularization
learning (MatMHKS) [5], new least squares support vector
classification based on matrix instances (MatLSSVC) [6], and
one-class support vector machines based on matrix instances
(OCSVM) [7]. Related experiments have validated that matrix
learning machines can reduce the computational complexity
and improve the classification performance [3], [4], [8], [9].
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Fig. 1. (a) Example of semi-supervised learning with two classes. (b) Example of semi-supervised learning with two classes and Universum.

2) Universum learning: Moreover, in real-world applica-
tions, most data sets consist of labeled instances and unlabeled
instances. In terms of these labeled ones, since the labels
of instances are known beforehand, thus these instances can
provide some useful discriminant information for training a
feasible learning machine. On the contrary, those unlabeled
ones can not provide enough information due to the labels
are not known beforehand. For a data set, if the training
set consists of all labeled instances, we name the data set
as supervised data set. If the training set consists of labeled
instances and some unlabeled ones, we name the data set
as semi-supervised data set. Since most real-world data sets
consist of few labeled training instances and more unlabeled
training instances, thus in order to process the small-size-
labeled problems, there are two kinds of solutions. First
solution is adopting semi-supervised learning machines which
are developed to process semi-supervised data sets directly. For
these machines, both labeled and unlabeled original instances
are used to train a learning machine. For example, multi-
view semi-supervised classification via adaptive regression
(MVAR) [10], co-labeling [11], sparse Markov chain-based
semi-supervised multi-instance multi-label method (Sparse-
Markov) [12], and semi-supervised multi-view hash model
(SSMVH) [13] are present popular used semi-supervised
learning machines. While due to the size of unlabeled in-
stances is still large, thus these machines have to cost a
longer training time. Furthermore, although current most semi-
supervised learning machines achieve considerable success in
the domain of machine learning [14], availability of only a
few labeled instances may affect classification performance
[15]. Please see Fig. 1-(a) which is also given in [15], the
classifier or learning machine fails to learn a robust hyperplane
with insufficient labeled instances and enormous unlabeled
instances. Thus, in order to process this issue, some scholars
develop the second solution, i.e., Universum learning which
was developed by Vapnik et al. [16] initially. In general,
Universum learning adopts labeled instances as the basic and
collects or generates some instances which do not belong to

any class of data, but do belong to the same domain as the
problem and these collections or generations are named Uni-
versum instances which reflect some discriminant information.
By Universum, we can obtain a robust decision hyperplane,
please see Fig. 1-(b). Some references [15], [17]–[19] have
validated that a learning machine with Universum has a
better classification performance in some fields including body
pose recognition [20], boosting strategy [21], dimensionality
reduction technique [22], and multi-view learning [23], [24].

3) Multi-view learning: Multi-view learning aims to pro-
cess multi-view data set which consists of instances with
multiple views and each view is made up a feature group. For
example, a video data set consists of videos from YouTube and
each video appears in multiple varied forms, e.g., visual, audio,
and text. Each form can be treated as a view of this data set.
Furthermore, take text view as example, this view has several
features including text color, size, content and these features
form a feature group. Learning machines or approaches de-
veloped on the base of multi-view instances are named multi-
view learning machines or multi-view approaches [25]–[32]
and multi-view learning machines has been widely used in
multi-view clustering [33], handwritten digit recognition [34],
human gait recognition [35], image recognition [36], [37] and
so on [38].

B. Problem

According to the above contents, each approach has many
related learning machines and these learning machines are
feasible for corresponding data sets. Moreover, many schol-
ars combine these approaches into together for processing
more complicated data sets. For example, double-fold lo-
calized multiple matrix learning machine with Universum
(UDLMMLM) [39] is a combination of matrix learning and
Universum learning and UDLMMLM can process both matrix
instances and small-size-labeled data sets. While it is found
that UDLMMLM has no ability to process multi-view data
sets and furthermore, to the best of our knowledge, there is
no learning machine is developed to process matrix instances,

2018 International Conference on Fuzzy Theory and Its Applications iFUZZY

162



small-size-labeled data sets, and multi-view data sets simulta-
neously.

C. Proposal, contributions, and paper organization

Thus, according to what we said before, in order to process
matrix data sets, small-size-labeled data sets, and multi-view
data sets simultaneously, this manuscript adopts UDLMMLM
as a basic learning machine and extends its model to multi-
view case. The new learning machine is named as Universum-
based multi-view matrix learning machine (UMMLM).

The contributions of UMMLM are (1) compared with
traditional matrix learning, Universum learning, multi-view
learning, UMMLM is the combination of them and has an
ability to process matrix data sets, small-size-labeled data sets,
and multi-view data sets simultaneously; (2) compared with
the original traditional multi-view learning machines, since
Universum learning is adopted, thus, our developed UMMLM
has a better classification performance; (3) compared with
UDLMMLM, UMMLM is feasible for both single-view and
multi-view data sets.

The rest organization of this paper is given below. Section
II reviews UDLMMLM. Section III gives the description of
the proposed learning machine UMMLM. In section IV, the
experimental results show the feasibility and effectiveness of
UMMLM. Finally, conclusions are given in section V.

II. REVIEW OF UDLMMLM

UDLMMLM can process small-size-labeled data sets and
matrix data sets simultaneously and its framework consists
of two main steps. The first step is generating Universum
instances and the second step is training the learning machine
with labeled and Universum instances.

In terms of the first step, UDLMMLM adopts creating in-
between Universum patterns (CIBU) method. Simply speak-
ing, suppose there is a binary-class data set withN labeled
matrix instances(Ai, ϕi), i = 1, 2, ..., N and N

′

unlabeled
matrix instancesAui

′ , i
′

= 1, 2, ..., N
′

. Ai ∈ Rm×n or
(Aui

′ ∈ Rm×n) andϕi ∈ {+1,−1} is the class label ofAi.
Then, scholars only adopt theN labeled training instances
and calculate the neighbor-distance matrixG. The i-th row
andj-th column datum ofG, i.e.,Gij is given below.

Gij =‖ Ai−Aj ‖
2

2
, if Ai ∈ Nk(Aj) or Aj ∈ Nk(Ai) (1)

If the conditionAi ∈ Nk(Aj) or Aj ∈ Nk(Ai) is not satisfied,
Gij = +∞. Nk(Aj) andNk(Ai) are the sets of thek-nearest
neighbors ofAi andAj , respectively, andAj andAi are the
instances from different classes, respectively. In practice,k is
set to be3. When the value ofGij is finite, CIBU creates the
Universum instances from the middle of the shortest pathes
between different training instances as below.

A∗

k =
Ai +Aj

2
(2)

With Eq. (2), one can generateL Universum instances and
L ≤ kN . According to [39] said, these Universum instances
can provide useful discriminant information and the size of

them is always smaller thanN
′

. Thus, when scholars process
small-size-labeled matrix data sets, UDLMMLM can train a
feasible learning machine and save the training time.

In terms of the second step, suppose there areN labeled
matrix instances(Ai, ϕi), i = 1, 2, ..., N and L Universum
instancesA∗

j , j = 1, 2, ..., L. Then similar with DLMMLM
(i.e., double-fold localized multiple matrix learning machine
[40]), since a matrix instance has multiple diverse matrix
representations and a vector instance also can be matrixzed
into different matrix representations [5], then each matrix
representation has respective function to the training a learning
machine, so scholars letp-th matrix representation ofAi

be A
p
i ∈ Rmp×np and p-th matrix representation ofA∗

j

be A∗

j
p ∈ Rmp×np where mp × np = m× n. Then the

optimization problem of UDLMMLM is given below.

minL =

M∑
p=1

(
N∑
i=1

(ϕig
p(Ap

i )− 1− b
p
i )

2
+ F

)
(3)

+γ

N∑
i=1

M∑
p=1

(
gp(Ap

i )−

M∑
q=1

ηq(A
q
i )g

q(Aq
i )

)2

+

E

M∑
r=1


 L∑
j=1

(
gr(A∗

j
r)− 1− b∗j

r
)2+

D

L∑
j=1

M∑
r=1

(
gr(A∗

j
r)−

M∑
h=1

ηh(A
∗

j
h)gh(A∗

j
h)

)2

whereF = C(upT

S
p
1
up+ṽp

T

S
p
2
ṽp), gp(Ap

i ) = upTA
p
i ṽ

p+v
p
0
.

M is the number of matrix representations.up, ṽp, andvp
0

rep-
resent the left weight, right weight, and bias of a learning ma-
chine under thep-th matrix representation.[bp

1
, ..., b

p
i , ..., b

p
N ]T

composes the vectorbp and [b∗
1

p, ..., b∗j
p, ..., b∗L

p]T composes
the vectorb∗p. bpi and b∗j

p represent the loose variable of a
learning machine forAp

i andA∗

j
p respectively under thep-th

matrix representation.C andE are the regularization parame-
ters whileγ andD are coupling parameters.Sp

1
= mpImp×mp

,
S
p
2
= npInp×np

are two regularization matrices corresponding
to theup and ṽp respectively. The lengths ofup and ṽp are
respectivelymp andnp.

In order to minimize Eq. (3), UDLMMLM adopts the two-
step alternating optimization algorithm and details can be
found in [39]. After the algorithm, one can get the optimal
results of parametersuq, ṽq, andvq

0
, i.e.,uq

n, ṽqn, andv0qn under
the q-th matrix representation. Then the final discriminant
function of UDLMMLM which is used to labeli-th test
instanceBi is defined below whereBq

i is its q-th matrix rep-
resentation andηq is the weight ofq-th matrix representation.
If g(Bi) > 0, the instanceBi belongs to class+1 while if
g(Bi) < 0, this instance belongs to class−1.

g(Bi) =

M∑
q=1

ηq(u
q
n
T
B

q
i ṽ

q
n + v0

q
n) (4)
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III. F RAMEWORK OF UMMLM

UMMLM is developed on the base of UDLMMLM
and it can further process matrix data sets, small-size-
labeled data sets, and multi-view data sets simultaneously.
Suppose there is a matrix small-size-labeled multi-
view data set X = {X1, X2, ..., Xv, ..., XV } =
{(A1, ϕ1), ..., (Ai, ϕi), ..., (AN , ϕN ), Au1, ..., Aui

′ , ..., AuN
′ }

with V views,N labeled training instances, andN
′

unlabeled
training instances. Here,v = 1, 2, ..., V , i = 1, 2, ..., N ,
and i

′

= 1, 2, ..., N
′

. Xv represents thev-th view and
Xv = {Av

1
, ..., Av

i , ..., A
v
N , Av

u1, ..., A
v
ui

′ , ..., Av
uN

′ } whereAv
i

andAv
ui

′ represent the features ofAi andAui
′ under thev-th

view. With such a definition,Ai = {A1

i , ..., A
v
i , ..., A

V
i } and

Aui
′ = {A1

ui
′ , ..., Av

ui
′ , ..., AV

ui
′ }.

Then we should first to collect some Universum instances
under each view. The collection method is same as CIBU given
in [39] and underv-th view, there areLv Universum instances
are collected where thej-th Universum instance isA∗

j
v, j =

1, 2, ..., Lv.
Then if we supposexv represents the termx under v-th

view, the optimization problem of UMMLM is given below.

minL
′

=

V∑
v=1

Lv (5)

whereLv represents the updated version of Eq. (3) under the
v-view and each termx in Eq. (3) is replaced byxv.

The optimization of Eq. (5) is similar with the one of
UDLMMLM. Simply speaking, underv-th view and q-th
matrix representation, the optimization of left weight, right
weight, and the bias of the learning machine, i.e.,uqv , ṽq

v

,
andvq

v

0
is same as the one ofuq, ṽq, andvq

0
. If we denote the

optimal results areuqv

n , ṽq
v

n , andv0q
v

n , then we can use Eq. (6)
to label thei-th test instanceBi = {B1

i , ..., B
v
i , ..., B

V
i } where

B
qv

i is theq-th matrix representation ofBv
i , Bv

i is the features
of Bi underv-th view, andsign represents sign function. If
g(Bi) > 0, Bi belongs to class+1 while if g(Bi) < 0, this
instance belongs to class−1.

g(Bi) =

V∑
v=1

sign(

M∑
q=1

ηq(u
qv

n

T
B

qv

i ṽq
v

n + v0
qv

n )) (6)

IV. EXPERIMENTS

A. Experimental setting

1) Setting of data sets: In order to validate the feasibility
and practicality of UMMLM, we adopt some matrix data
sets, small-size-labeled data sets, and multi-view data sets for
experiments.

The matrix data sets used here are three image data sets
which are also used in [39]. They are Coil-20, Letter-Image,
and ORL. Information of them are given in Table I and Fig. 2.
For Coil-20, it consists of instances from 20 categories and we
select 72 instances for each category. Each instance is a32×32
image. For Letter-Image, it consists of hand written digits from
0-9 and each digit is treated as a class which has 50 instances
whose dimensions are24×18. ORL is a face data sets with 40

persons and each person provides 10 images about faces with
variable expressions. Each face has a dimensionality32× 20.
For these three data sets, we select20% instances for training,
30% instances for validation, and the rest50% instances for
testing.

The small-size-labeled data sets are Shaking and Woman.
Information of them are given in Table I and Fig. 3. Different
from the matrix data sets, these two data sets are collected
from two moving objects in continuously changing environ-
ments. Both of these data sets are real-world data sets. For the
reason that each frame of these two data sets is an image with
RGB color, so each image has three dimensions. For Shaking,
our objective is catching the head of the person who is playing
the guitar. For Woman, we should catch the woman who is
walking in the street. Moreover, for Shaking, we collect365
frames and for Woman, we collect550 frames. Then for each
of them, we label50% instances and the rest50% instances
are used for testing. Among the50% instances,40% (i.e.,
20% of the whole data sets) instances are used for training
and60% (i.e., 30% of the whole data sets) instances are used
for validation. For the validation part, although we know the
labels of them, for the semi-supervised learning machines, we
still regard them as unlabeled and adopt them along with the
original labeled instances to train a leaning machine.

The multi-view data sets are Mfeat, Reuters, and Corel [41].
In terms of these three data sets, (1) Mfeat consists of hand
written digits (0-9) [42] and each instance consists of six
views, i.e., Fourier coefficients of the character shapes (fou),
profile correlations (fac), Karhunen-Love coefficients (kar),
pixel averages in2× 3 windows (pix), Zernike moments(zer),
and morphological features (mor). Details of Mfeat can be
found in Table II. (2) Reuters consists of machine translated
documents which are written in five different languages which
are treated as five views [43], [44]. These five languages
are English (EN), French (FR), German (GR), Italian (IT),
and Spanish (SP) and each document can be translated from
one language to another language. Moreover, the documents
are also categorized into six different topics, i.e., classes.
Details of Reuters can be shown in Table III. (3) Corel is
extracted from a Corel image collection [42] and it consists
of 68040 photos from various categories. In our experiments,
we randomly select 1000 photos from 10 categories and each
category has 100 photos. The 10 categories are C0-Africa, C1-
Beach, C2-Building, C3-Buses, C4-Dinosaurs, C5-Elephants,
C6-Flowers, C7-Horses, C8-Mountains and C9-Food. For this
data set, four views are adopted. They are color histogram
(abbr. Col-h), color histogram layout (abbr. Col-hl), color
moments (abbr. Col-m), and co-occurrence texture (abbr. Coo-
t). Each view represents a feature set. Information of this data
set is given in Table IV. For each multi-view data set, we also
select20% instances for training,30% instances for validation,
and50% instances for testing.

2) Setting of learning machines: Then we compare our
UMMLM with some matrix learning machines, learning ma-
chines to process small-size-labeled data sets, and multi-view
learning machines as below.
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TABLE I
DESCRIPTION OF THE USED MATRIX AND SMALL-SIZE-LABELED DATA

SETS.

Order Data set No.dimension No.class No. instances
Matrix

1 Coil-20 32 × 32 20 1440
2 Letter-Image 24 × 18 10 500
3 ORL 32 × 20 40 400

Small-size-labeled
4 Shaking 352 × 624 × 3 1 365
5 Woman 288 × 352 × 3 1 550

Fig. 2. Image data sets: the first and second rows show images fromCoil-20,
the third and fourth rows show ones from Letter-Image, and the fifth and sixth
rows show ones from ORL.

TABLE II
DETAILED INFORMATION OF MFEAT DATA SET.

View No. instances No. features No. digits
fac 2000 216 10
fou 2000 76 10
kar 2000 64 10
pix 2000 240 10
zer 2000 47 10
mor 2000 6 10

TABLE III
DETAILED INFORMATION OF REUTERS DATA SET.

View No. documents Vocabulary size
EN 18,758 21,513
FR 26,648 24,839
GR 29,953 34,279
SP 12,342 11,547
IT 24,039 15,506

Topic No. documents Per(%)
C15 18,816 16.84

CCAT 21,426 19.17
E21 13,701 12.26

ECAT 19,198 17.18
GCAT 19,178 17.16
M11 19,421 17.39

TABLE IV
DETAILED INFORMATION OF COREL DATA SET.

View No. instances No. features No. categories
Col-h 1000 32 10
Col-hl 1000 32 10
Col-m 1000 9 10
Coo-t 1000 16 10

Shaking

 

 

Woman

Fig. 3. Small-size-labeled data sets: the first and second rows show frames
from Shaking, the third and fourth rows show frames from Woman.

The compared matrix learning machines are MatMHK-
S [5], MatLSSVC [6], OCSVM [7], DLMMLM [40], and
UDLMMLM [39].

The compared learning machines to process small-size-
labeled data sets include MVAR [10], co-labeling [11],
Sparse-Markov [12], SSMVH [13], regularized matrix-pattern-
oriented classification machine with Universum (RMMU) [19],
and UDLMMLM [39].

The compared multi-view learning machines are multiple-
view multiple-learner (MVML) [34], multi-view low-rank DL
(MLDL) [36], multi-view linear discriminant analysis (MV-
LDA) [45], multi-view canonical correlation analysis (MV-
CCA) [46], multi-view locality preserving projections (MV-
LPP) [47].

For all compared learning machines, the parameter settings
can be found in respective references. For our UMMLM,
its parameter setting is same as the one of UDLMMLM.
Specially, the weight of each matrix representation is1

M
since

according to [39] said, the influence of matrix representation
is not too large.

3) Setting of experimental environment: We carry out the
experiments with the below experimental environment: Intel
dual-core processors, 2.66GHz strobe frequency, 4G RAM
DDR, Win 7 operating system, and MATLAB R2014a.
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4) Way to obtain the optimal experimental results: In order
to get the optimal experimental results, we adopt the grid-
search method. Namely, for one combination of the parameter-
s, for each data set with the corresponding learning machines,
with the restriction of the ratios of training set, validation
set, and test set, we select the training, validation, and test
instances in random. Then we repeat the experiments for
ten times and get the average results. The parameters whose
average experimental results are best are regarded as the
optimal experimental parameters and the experimental results
are regarded as the best ones.

B. Performance comparison

For different data sets, we adopt corresponding learning ma-
chines for experiments. Tables V, VI, and VII show the classi-
fication accuracy (%) and the standard deviation comparisons
of the corresponding learning machines on different data sets
respectively. According to these three tables, it is found that
our proposed UMMLM has a best performance on different
data sets in average. Indeed, our UMMLM can process matrix
data sets, small-size-labeled data sets, and multi-view data
sets simultaneously. Moreover, with Universum learning used,
during the procedure of training, more instances with useful
discriminant information can be generated and this operation
enhances the performance of a learning machine. Furthermore,
according to the result of standard deviation, we find the one
of UMMLM is smallest which indicates the performance of
UMMLM is most stable.

TABLE V
AVERAGE CLASSIFICATION ACCURACY(%) AND THE STANDARD

DEVIATION COMPARISONS WITH DIFFERENT MATRIX LEARNING

MACHINES ON CORRESPONDING DATA SETS.

MatMHKS MatLSSVC OCSVM DLMMLM UDLMMLM UMMLM
Coil-20 82.31 83.29 85.60 88.37 90.49 91.52

±0.46 ±0.38 ±0.55 ±0.81 ±0.70 ±0.21

Letter-Image 92.01 93.87 95.74 96.66 96.68 97.76
±0.79 ±1.11 ±0.38 ±0.65 ±1.04 ±0.20

ORL 83.41 85.12 87.22 89.00 89.73 90.29
±0.82 ±0.73 ±0.95 ±1.07 ±1.19 ±0.63

TABLE VI
AVERAGE CLASSIFICATION ACCURACY(%) AND THE STANDARD

DEVIATION COMPARISONS WITH DIFFERENT LEARNING MACHINES TO
PROCESS SMALL-SIZE-LABELED DATA SETS ON CORRESPONDING DATA

SETS.

MVAR co-labeling Sparse-Markov SSMVH RMMU UDLMMLM UMMLM
Shaking 73.12 75.20 76.54 79.08 81.50 83.74 85.09

±0.47 ±0.58 ±0.53 ±0.69 ±0.79 ±0.22 ±0.21

Woman 72.01 72.10 72.68 74.14 76.13 77.01 79.51
±0.48 ±0.07 ±0.44 ±0.45 ±0.36 ±0.62 ±0.02

V. CONCLUSION

Matrix learning aims to design feasible learning machines
to process matrix instances directly and Universum learn-
ing is feasible for processing small-size-labeled data sets.
As a matrix learning machine with Universum, double-fold
localized multiple matrix learning machine with Universum
(UDLMMLM) has an ability to process both matrix instances
and small-size-labeled data sets. While UDLMMLM cannot

TABLE VII
AVERAGE CLASSIFICATION ACCURACY(%) AND THE STANDARD

DEVIATION COMPARISONS WITH DIFFERENT MULTI-VIEW LEARNING

MACHINES ON CORRESPONDING DATA SETS.

MVML MLDL MV-LDA MV-CCA MV-LPP UMMLM
Mfeat 81.93 82.41 83.51 85.41 87.15 89.41

±1.10 ±0.55 ±0.86 ±0.94 ±1.06 ±0.48

Reuters 78.33 80.53 80.60 80.72 82.49 84.31
±0.30 ±0.80 ±0.47 ±0.49 ±0.49 ±0.20

Corel 84.76 86.24 87.67 88.20 90.78 91.46
±1.28 ±1.43 ±1.77 ±1.40 ±1.54 ±0.71

process multi-view data sets. Thus, in this manuscript, we
adopt UDLMMLM as the basic and extend its model to
multi-view version, the new developed learning machine is
named as Universum-based multi-view matrix learning ma-
chine (UMMLM) and related experiments on some matrix
data sets, small-size-labeled data sets, and multi-view data sets
have validated that our proposed UMMLM outperforms the
corresponding learning machines.
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