Highlights

- A novel similarity learning method under joint transfer constraints is proposed to learn a discriminative subspace with consistent data distributions.
- The mid-level features are introduced by defining the reconstruction matrix, by an optimal function addressed via the inexact augmented Lagrange multiplier (IALM) algorithm.
- During the process of objective function solution for optimization problem, based on confinement fusion of multi-view and multiple sub-regions, and a solution strategy is proposed to solve the objective function using joint matrix transform.
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Abstract: The inconsistency of data distributions among multiple views is one of the most crucial issues which hinder the accuracy of person re-identification. To solve the problem, this paper presents a novel similarity learning model by combining the optimization of feature representation via multi-view visual words reconstruction and the optimization of metric learning via joint discriminative transfer learning. The starting point of the proposed model is to capture multiple groups of multi-view visual words (MvVW) through an unsupervised clustering method (i.e. Kmeans) from human parts (e.g. head, torso, legs). Then, we construct a joint feature matrix by combining multi-group feature matrices with different body parts. To solve the inconsistent distributions under different views, we propose a method of joint transfer constraint to learn the similarity function by combining multiple common subspaces, each in charge of a sub-region. In the common subspaces, the original samples can be reconstructed based on MvVW under low-rank and sparse representation constraints, which can enhance the structure robustness and noise resistance. During the process of objective function optimization, based on confinement fusion of multi-view and multiple sub-regions, a solution strategy is proposed to solve the objective function using joint matrix transform. Taking all of these into account, the issue of person re-identification under inconsistent data distributions can be transformed into a consistent iterative convex optimization problem, and solved via the inexact augmented Lagrange multiplier (IALM) algorithm. Extensive experiments are conducted on three challenging person re-identification datasets (i.e., VIPeR, CUHK01 and PRID450S), which shows that our model outperforms several state-of-the-art methods.
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1. INTRODUCTION

The central theme of person re-identification (Re-ID) is to match two pedestrian images undergoing significant human appearance changes in viewpoint, illumination and pose across camera views (see Figure 1). To address this challenge, many algorithms have been proposed, and the researches can be divided into two major directions.

One of the research directions is to develop robust feature descriptor for representing human appearance [10]. Currently, most appearance-based Re-ID methods use low-level visual features as feature representations of pedestrian images such as color features Error! Reference source not found. and texture features Error! Reference source not found. To improve the performance of Re-ID, a wide variety of fusion methods have been designed [41], such as deep context-aware features [26], CRAFT [3], joint global and local feature learning Error! Reference source not found., hierarchical Gaussian descriptor [10], local maximal occurrence representation [6], cross-modality feature [27] and salience matching Error! Reference source not found. Besides, deep learning is also a noteworthy category of methods which has exhibited promising performance in learning feature representation Error! Reference source not found. However, it remains very challenging to design a feature representation that is discriminative, reliable and invariant to severe changes and misalignment across disjoint views.

Another research direction, e.g., metric learning, tries to learn a similarity function or a robust distance metric
to optimize the matching score. Typical metric learning methods include Local Fisher Discriminant Analysis (LFDA) [11], kernel-based method [19], Cross-view Quadratic Discriminant Analysis (XQDA) [6], supervised smoothed manifold [25], domain adaptation Error! Reference source not found., reference constraints [40], ranking Error! Reference source not found. and deep metric learning [14]. Although these metric learning based methods outperform most Re-ID approaches, they are nevertheless limited by some classical problems, such as the inconsistent distributions between multiple views and the small sample size (SSS) issue for model learning.

To address these problems, we propose a novel similarity learning approach under joint transfer constraints, in which four groups of multi-view visual words (MvVW) can be captured, including three groups of local features and one group of global features via an unsupervised clustering method (K-means), to effectively describe the structure of human body. Also, the MvVW has the ability to integrate multi-view information. Based on the MvVW representation, we learn to reconstruct the original samples with the assistance of transformation matrix, reconstruction coefficient matrix and noise matrix. Note that for the sake of ensuring consistent distributions of sample data, we utilize transfer learning [13] to obtain a common subspace, denoted as the transformation matrix. Meanwhile, we impose joint low-rank and sparse constraints on the reconstruction coefficient matrix and noise matrix in order that more relevant samples from different domains are interlaced, in comparison to irrelevant samples in these domains [8]. Furthermore, we apply discriminative analysis to transfer matrix and obtain discriminative low-level transfer features, and then utilize the learned transfer matrix to compute the reconstruction coefficient matrix which is defined as the mid-level features in our model. To get the consistent optimal solutions, we combine the discriminative analysis with the mid-level features and transfer learning, and then produce the solutions via the proposed method of similarity learning function which can maintain the consistency of representation and metric learning [5]. In addition, by employing light weighting method, max and min operator, we can expand the samples to suppress the adverse effect of the SSS problem on Re-ID. Compared to deep learning based methods, the training process of our method does not require a large number of samples, thus our method can better cope with the SSS problem. When the number of samples is sufficient, the features extracted by our method may not be robust enough compared to deep features, but when the number of samples is small, the performance of our method is much higher than the ones using deep features.
Finally, we describe the motivation and contribution of this paper as follows:

Motivation. Although considerable progress has been made in person Re-ID, there remains some limitations for most existing methods:

1) Most approaches assume that the data distributions under multi-camera views are consistent. However, this assumption is one-sided because important attributes of each camera view are different in practice. In our approach, we apply transfer-learning method to seek a common subspace for different camera views, and obtain the mid-level features for similarity metric;

2) Traditional descriptors are mainly based on low-level features. However, mid-level features are also helpful for person Re-ID. In our approach, we combine transfer learning, discriminant analysis and sparse constraint to learn mid-level features, and then consider multi-level feature for similarity metric;

3) Most metric learning methods suffer from the SSS problem and it is difficult to obtain an optimal solution. To address the problems above, we propose a novel similarity learning method under joint transfer constraints for multi-view and multi-region person Re-ID. In particular, it should be noted that the relaxed loss term considering sample pairs instead of single sample can alleviate the SSS issue.

Contribution. The main contributions of our work are summarized as follows:

1) We propose a novel similarity learning method by considering joint transfer constraints which can learn a discriminative subspace with consistent data distributions and perform better than the competing methods for multi-view person Re-ID;

2) The mid-level features are introduced by defining the reconstruction matrix, solved via the inexact augmented Lagrange multiplier (IALM) algorithm, and then integrated with low-level features and discriminative transfer features to describe the appearance of pedestrian images;

3) In order to fuse the local and global features, we design a joint transfer constraint to solve the optimal function. For this optimization problem, a new solution strategy is presented by using joint matrix transform. Furthermore, the proposed method is shown to be effective and efficient through person Re-ID experiments on three public datasets.

2. RELATED WORK

In complicated real-world tasks, the data taken from different domains have different feature spaces and
different types of data distributions [13]. To address the problem of inconsistent distributions, numerous approaches based on transfer learning have been proposed and applied for various visual tasks [20].

A. Transfer Learning for Person Re-ID

For person Re-ID, one of the essential requirements is to build a robust matching model which can always work well from one type of scene to another under the challenges of camera viewing angle differences, pose variation, occlusion change, etc. [18]. Accordingly, the transfer learning methods have been exploited to address the challenges of cross-scenario transfer. In [1], Tamar et al. proposed the approach of Implicit Camera Transfer (ICT) to model the binary relation by training a (non-linear) binary classifier with concatenations of vector pairs captured from different camera views. Similarly, considering the consistency of cross view, Wang et al. [18] combined the learning of the shared latent subspace and the learning of the corresponding task specific subspace to get the similarity measurement for each task in cross-scenario transfer person Re-ID. Furthermore, Zheng et al. [24] formulated a transfer local relative distance comparison (t-LRDC) model to address the open world person Re-ID problem. In addition, Shi et. al. [15] suggested a framework to learn a semantic attribute model from the existing fashion datasets, and adapted the resulting model to facilitate person Re-ID. Different from the above-mentioned methods, Lv et. al. [31] considered unsupervised cross-dataset and utilize Bayes analysis for fusing spatial-temporal patterns for person Re-ID under different domains. Wang et al. Error! Reference source not found. also investigated the problem of unsupervised person Re-ID by learning transferable joint attribute-identity feature.

Fig. 2. The framework of our proposed method: 1) Capture the global feature $\tilde{X}_g$, local feature $\tilde{X}_{lo}$, $\tilde{X}_{li}$, $\tilde{X}_{l2}$ from different regions and obtain the multi-view visual words $\tilde{D}_g$, $\tilde{D}_{lo}$, $\tilde{D}_{li}$, $\tilde{D}_{l2}$. 2) Joint the multi-group
features capturing from three local regions and one global region, and learn the joint transfer subspace with consistent distribution constraints. Then combine sparse and low-rank constraints (shown in Eqn. (10)) in the joint transfer subspace and solve this optimal function with a new approach described in section IV. 3) Considering the advantages of multi-level features, we combine low-level and mid-level features and utilize the metric method of XQDA to obtain the final rank results for person Re-ID.

B. Transfer Subspace Learning

In preliminary works [38], we assume that the original samples can be linearly represented by transfer learning in a common subspace. According to [13], we can reconstruct the two domain samples \((X, Y)\) using the coefficient matrix \(Z\) and transfer learning (ensuring the consistency of distributions), as follows:

\[
P^T X = P^T Y Z
\]

where \(P\) denotes the transfer matrix, which can be used to obtain a common subspace and can minimize the divergence between the distributions of both domains. However, due to the fact that \(n\) samples belong to \(c\) different classes and \(n \gg c\), these samples should be drawn from \(c\) different subspace.

Therefore, the coefficient matrix \(Z\) is expected to be of low rank [20], and the F-norm constraint can be further incorporated to preserve the local structure of data such that each source sample can be well reconstructed from a few samples. Thus the transfer matrix and coefficient matrix are obtained by solving the following optimization problem,

\[
\min_{P,Z} \text{rank}(Z) + \alpha \|Z\|_F^2, \text{ s.t. } P^T X = P^T Y Z
\]

where \(\|\cdot\|_F\) is the Frobenius norm, \(\text{rank}(\cdot)\) is a nonconvex function, and \(\alpha\) is the penalty parameter. In order to alleviate the effect of noise, we introduce the matrix \(E\) with sparse constraint to model noise, resulting in the following model,

\[
\min_{P,Z} \text{rank}(Z) + \alpha \|Z\|_F^2 + \beta \|E\|_1, \text{ s.t. } P^T X = P^T Y Z + E
\]

We adopt the nuclear norm to relax the rank function [20], and the modified model can be written as

\[
\min_{P,Z} \|Z\|_* + \alpha \|Z\|_F^2 + \beta \|E\|_1, \text{ s.t. } P^T X = P^T Y Z + E
\]

where \(\|Z\|_*\) is the nuclear norm of matrix \(Z\).

3. OUR APPROACH

In this section, we first revisit the polynomial feature map. Based upon the map, we present a novel
framework of transfer learning for multiple features by a constrained similarity function, and formulate the learning problem specifically designed for person Re-ID. The abbreviations of main variables and parameters used in this paper are summarized in Table 1.

A. Multi-view Visual Words by K-means

To capture structure information and multi-view information, we propose a descriptor called multi-view Visual words (MvVW) using an unsupervised clustering method of K-means. Firstly, we divide a pedestrian image ($x_i$) into five horizontal stripes, along the vertical direction of human body consistently. Next, we define each low-level feature histogram as a visual word, and then capture three groups of local visual words from three horizontal stripes and one group of global visual words from the whole person images, as shown in Fig. 2. And these three local areas usually include the head, torso and legs of the human body structure. Furthermore, we employ k-means to fuse the multi-view information and obtain seven groups of MvVW. Note that, a lightweighting method, as well as the max and min operators, is employed to expand the sample data for reducing the effect of the SSS problem.

In the following, we define $MvVW = \{D_i\}, i \in \{0, 1, 2, g\}$, where $\{D_i\}$ represents the $i$-th group of $MvVW$. $\{D_0, D_1, D_2\}$ are the local multi-view visual words obtained from five horizontal stripes of pedestrian images and $D_3$ is the global multi-view visual word obtained from the whole pedestrian images. Then, we use each group of $MvVW$ to reconstruct the corresponding region of multi-view person sample data $X$. It is worth noting that the head of a human body is most probably represented by the other heads with similar structures. We can therefore formulate the reconstruction problem as:

$$\min_{P, Z} ||Z||_1 + \alpha ||Z||_2^2 + \beta ||E||_1, \text{s.t. } P^T X = P^T D Z + E$$

(5)

where $Z$ is the reconstruction coefficient matrix and can be captured from the low-level features, denoted as the mid-level features for person Re-ID. Considering two different domains of $D$ and $X$, they have different data distributions. To address this problem, we will utilize transfer learning to seek a subspace with consistent data distribution.
### TABLE I NOTATIONS

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_{lm}$</td>
<td>feature matrix</td>
</tr>
<tr>
<td>$\tilde{X}$</td>
<td>the joint feature matrix</td>
</tr>
<tr>
<td>$P_i$</td>
<td>transfer matrix for different with different regions</td>
</tr>
<tr>
<td>$\tilde{P}$</td>
<td>the joint transfer matrix</td>
</tr>
<tr>
<td>$D_i$</td>
<td>the multi-view word matrices with different regions</td>
</tr>
<tr>
<td>$\tilde{D}$</td>
<td>the joint multi-view word matrix</td>
</tr>
<tr>
<td>$Z_i$</td>
<td>the reconstruction coefficient matrices with different regions</td>
</tr>
<tr>
<td>$\tilde{Z}$</td>
<td>the joint reconstruction coefficient matrix</td>
</tr>
<tr>
<td>$E_i$</td>
<td>the noise matrices with different regions</td>
</tr>
<tr>
<td>$\tilde{E}$</td>
<td>the joint noise matrix</td>
</tr>
<tr>
<td>$\alpha, \beta, \gamma, \eta, \rho, \mu, \lambda, \sigma$</td>
<td>model parameters</td>
</tr>
</tbody>
</table>

#### B. Multiple Transfer Features Function

In our proposed method, we consider three kinds of local features and one kind of global features, and different features have inconsistent distributions. Thus, to combine multiple descriptors, we reformulate the optimal function based on Eqn. (5) as:

$$
\min_{Z, P_i} \sum_{i=0}^{n} (\|Z_i\| + \|Z_i\|^2 + \|E_i\|) \text{ s.t. } P_i^T X_i = P_i^T D_i Z_i + E_i
$$

where $X_i$ represents the set of the $i$-th feature and $n$ is the number of the group of features.

**Discriminant term.** We combine the discriminant analysis for the transfer matrix of $P$ and define the discriminant term as:

$$
\min \left( -P_i^T \Sigma_{E_i} P_i \right) \text{ s.t. } P_i^T \Sigma_i P_i = 1
$$

where $\Sigma_i$ and $\Sigma_{E_i}$ are the covariance matrices of the intrapersonal variations and the inter-personal variations for the sample of $X_i$. Furthermore, according to Lagrange operator, we can rewrite the discriminative term as:

$$
\hat{f}(P_i) = -P_i^T \Sigma_{E_i} P_i + \eta \left( P_i^T \Sigma_i P_i - 1 \right)
$$
Relaxed loss term. The training data for person Re-ID can be organized as follows. Given the descriptors of probe images \( X_i = \{ x_{i0}, x_{i1}, ..., x_{im}, ..., x_{i4}\}, i = [0,1,2,3] \) represents the descriptors with different body parts. \( M \) is the number of probe images. \( x_{im} \) is associated with two sets of gallery images: a positive set \( X^+_{im} \) composed of the descriptors about the same person and a negative set \( X^-_{im} \) composed of the descriptors about different persons. To enforce the relative comparison, we adopt a relaxed loss term [32]:

\[
L(P_i) = \frac{1}{N} \sum_{i=0}^{N} \left[ 1 - \frac{\sum_{j=0}^{N} s(x_{ip}, x_{jq}, x_{jq}^+) x_{jq}^+ x_{jq}}{|x_{ip}^+| x_{jq}^+} \right]_{+}
\]

(9)

Where \( s(x_{ip}, x_{iq}, x_{im}) = \| P_i^T x_{ip} - P_i^T x_{iq} \|^2_F - \| P_i^T x_{ip} - P_i^T x_{im} \|^2_F \) and \([ \cdot ]_+ \) denotes the hinge loss. \( N \) is the number of sample pairs. Given a probe descriptor, instead of forcing every positive pair to achieve a higher score than negative pairs, we require the average score of positive pairs should be higher than the average score of the negative pairs at least by a margin 1, representing as [1-...]. The relaxed loss term only consists of \( N \) constraints, largely accelerating the training in comparison with the non-relaxed one.

Objective function. According to Eqn. (6) and (9), the overall model for person Re-ID is given by:

\[
\min_{x_i, p_i, d_i} \sum_{i=0}^{n} \left( \| Z_i \|_2 + \| Z_i \|_F^2 + \| E_i \|_2 + L(P_i) + J(P_i) \right) \quad \text{s.t.} \quad P_i^T X_i = P_i^T D_i Z_i + E_i
\]

(10)

4. Optimization

A. Solution

To clarify the notation, we first concatenate the multiple feature descriptors in each sub-region together:

\[
X_0 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & \cdots & 0 & 0 \end{bmatrix}, \quad \bar{X}_i = \begin{bmatrix} 0 & 0 & X_i & 0 \\ 0 & 0 & \cdots & 0 \end{bmatrix}, \quad 0 \quad 0 \quad 0 \quad X_{n-1}
\]

where \( n=4 \).

And, we define the multiple visual words matrix as follows:

\[
D_0 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & \cdots & 0 & 0 \end{bmatrix}, \quad \bar{D} = \begin{bmatrix} 0 & 0 & D_i & 0 \\ 0 & 0 & \cdots & 0 \end{bmatrix}, \quad 0 \quad 0 \quad 0 \quad D_{n-1}
\]

Furthermore, with \( \tilde{P} = [P_0, ..., P_n] \), the similarity function of Eqn. (10) can be reformulated as:
In the light of the non-convexity of Eqn. (11), we adopt the inexact ALM (IALM) algorithm \[20\] to solve this optimization problem. First, we introduce variables \(Z_1, Z_2\) and impose two constraints on \(Z\) to relax the original problem,

\[
\min_{\beta, D, L_1, L_2, L_3} \|Z_1\|_1 + \alpha \|Z_2\|_F^2 + \beta \|E\|_1 + \gamma L(\tilde{P}) + \lambda f(\tilde{P}) \quad \text{s.t.} \quad \tilde{P}^T D \tilde{Z} = \tilde{P}^T D + \tilde{E}
\]

More specifically, the function of Eqn. (12) can be written as:

\[
\min_{\beta, D, L_1, L_2, L_3} \|Z_1\|_1 + \alpha \|Z_2\|_F^2 + \beta \|E\|_1 + \gamma L(\tilde{P}) + \lambda f(\tilde{P}) + \langle L_1, \tilde{P}^T X - \tilde{P}^T D \tilde{Z} - \tilde{E} \rangle + \langle L_2, \tilde{Z} - \hat{Z}_1 \rangle + \langle L_3, \tilde{Z} - \hat{Z}_2 \rangle + \frac{\mu}{2} \left( \|\tilde{P}^T X - \tilde{P}^T D \tilde{Z} - \tilde{E}\|_F^2 + \|\tilde{Z} - \hat{Z}_1\|_F^2 + \|\tilde{Z} - \hat{Z}_2\|_F^2 \right)
\]

where \(\mu > 0\) and \(\gamma > 0\) are penalty parameters. \(L_1 \in R^{m \times n}, L_2 \in R^{m \times n}, L_3 \in R^{m \times n}\) are Lagrange multipliers. The main steps of solving Eqn. (13) are given as follows and all steps have closed-form solutions.

**Step 1 (Update \(\tilde{P}\))**: \(\tilde{P}\) can be updated by solving the following optimization problem,

\[
\min_{\tilde{P}} \frac{\mu}{2} \|\tilde{P}^T X - \tilde{P}^T D \tilde{Z} - \tilde{E} + \frac{\lambda_1}{\mu} G_1 \|_F^2 + \gamma L(\tilde{P}) + \lambda f(\tilde{P})
\]

Then, we can obtain the closed-form solution of \(P^*\).

\[
P^* = (\mu G_1 G_1^T + 2 \mu \Sigma + \gamma \Sigma + \sigma I)^{-1}(\mu G_1 G_1^T - \gamma \Phi(\tilde{P}))
\]

where \(G_1 = \tilde{X} - \tilde{D} \tilde{Z}\) and \(G_2 = \tilde{E} - \frac{\lambda_1}{\mu} \Phi(\tilde{P})\) represent the partial derivatives of \(P\).

**Step 2 (Update \(\tilde{Z}\))**: \(\tilde{Z}\) is updated by solving the optimization problem,

\[
\min_{\tilde{Z}} \|\tilde{P}^T X - \tilde{P}^T D \tilde{Z} - \tilde{E} + \frac{\lambda_2}{\mu} G_3 \|_F^2 + \|\tilde{Z} - \hat{Z}_1\|_F^2 + \|\tilde{Z} - \hat{Z}_2\|_F^2 + \|\tilde{Z} - G_2\|_F^2
\]

Then, we can obtain the closed-form solution of \(Z^*\).

\[
Z^* = \left( \mu D^T \tilde{P} D + 2 \mu I \right)^{-1} (G_3 + G_5 - \tilde{D}^T \tilde{P} G_3)
\]

where \(G_3 = \tilde{P}^T X - \tilde{E} + \frac{\lambda_2}{\mu}, G_4 = \tilde{Z}_1 - \frac{\lambda_2}{\mu}, G_5 = \tilde{Z}_2 - \frac{\lambda_2}{\mu}\).

**Step 3 (Update \(\hat{Z}_1\))**: \(\hat{Z}_1\) is updated by solving optimization problem,

\[
\min_{\hat{Z}_1} \|\hat{Z}_1\|_1 + \frac{\mu}{2} \|\hat{Z}_1 - \hat{Z}_1\|_F^2
\]

The closed-form solution of \(\hat{Z}_1^*\) is
\[ Z_1^* = \theta_\lambda (Z + \frac{\ell_1}{\mu}) \]  

(19)

where \( \theta_\lambda (A) = U S_\lambda (\Sigma) V^T \) is a singular value thresholding operator with respect to a singular value \( \lambda \); \( S_\lambda (\Sigma) = sign(\Sigma) \max(0, |\Sigma - \lambda|) \) is the soft-thresholding operator. \( A = U \Sigma V^T \) defines the singular value decomposition of \( A \).

**Step 4 (Update \( \tilde{Z}_2 \)):** \( \tilde{Z}_2 \) is updated by solving the optimization problem,

\[ \min_{\tilde{Z}_2} \frac{\mu}{2} \| \tilde{Z} - \tilde{Z}_2 + \frac{\ell_1}{\mu} \|^2_F \]  

(20)

And its closed-form solution is obtained by,

\[ \tilde{Z}_2 = \tilde{Z} + \frac{\ell_1}{a\mu} \]  

(21)

**Step 5 (Update \( \tilde{E} \)):** \( \tilde{E} \) is updated by solving the optimization problem,

\[ \min_{\tilde{E}} \beta \| \tilde{E} \|_1 + (\mathcal{L}_1, \tilde{P}^T \tilde{X} - \tilde{P}^T \tilde{D} \tilde{Z} - \tilde{E}) + \frac{\mu}{2} \| \tilde{P}^T \tilde{X} - \tilde{P}^T \tilde{D} \tilde{Z} - \tilde{E} \|^2_F \]  

(22)

with the shrinkage operator [20], the above problem has the following closed-form solution

\[ E^* = shrink(\tilde{P}^T \tilde{X} - \tilde{P}^T \tilde{D} \tilde{Z} + \frac{\ell_1}{\mu}, \frac{\beta}{\mu}) \]  

(23)

where \( shrink(x, a) = sgn(x) \max(|x| - a, 0) \)

**Step 6:** Multipliers \( \mathcal{L}_1, \mathcal{L}_2, \mathcal{L}_3 \) and iteration step-size \( \rho (\rho > 0) \) are updated,

\[
\begin{align*}
\mathcal{L}_1 &= \mathcal{L}_1 + \mu (\tilde{P}^T \tilde{X} - \tilde{P}^T \tilde{D} \tilde{Z} - \tilde{E}) \\
\mathcal{L}_2 &= \mathcal{L}_2 + \mu (\tilde{Z} - \tilde{Z}_2) \\
\mathcal{L}_3 &= \mathcal{L}_3 + \mu (\tilde{Z} - \tilde{Z}_2) \\
\mu &= \min(\rho \mu, \mu_{\text{max}})
\end{align*}
\]  

(24)

Finally, the process of solving Eqn. (12) is summarized in Algorithm 1.
Algorithm 1: Solving Problem of Eqn. (25) by IALM

Input: $X, D, \alpha, \beta, \gamma, \eta, \lambda, \sigma, \rho, \mu, \mu_{max}$

Initialization: $Z = Z_1 = Z_2$, $E = 0$, $L_1 = 0$, $L_2 = 0$, $L_3 = 0$, $\alpha = 0.07, \beta = 0.2, \gamma = 0.1, \eta = 0.06, \lambda = 0.06, \sigma = 0.3, \rho = 1.05, \mu = 0.4, \mu_{max} = 10^7$

Begin:

While not converged

Update $\tilde{P}$ by solving Eqn. (15).

Update $\tilde{Z}$ by solving Eqn. (17).

Update $\tilde{Z}_1$ by solving Eqn. (19).

Update $\tilde{Z}_2$ by solving Eqn. (21).

Update $\tilde{E}$ by solving Eqn. (23).

Update the multipliers and parameters by solving Eqn. (24).

Given others fixed.

Check the convergence condition:

$$\|\tilde{P}^T \tilde{X} - \tilde{P}^T \tilde{DZ} - \tilde{E}\|_\infty < \varepsilon, \|\tilde{P}^T \tilde{P} - I_p\|_\infty < \varepsilon, \|\tilde{Z} - \tilde{Z}_1\|_\infty < \varepsilon, \|\tilde{Z} - \tilde{Z}_2\|_\infty < \varepsilon$$

End while

Output: $\tilde{Z}, \tilde{P}, \tilde{E}$

B. Multilevel descriptor

With the optimal solution of Eqn. (12), we can compute the transfer matrix $P$, and then obtain the transfer subspace features by $P^T \tilde{X}$. Thus, we can obtain the mid-level descriptor of the construction matrix of $Z$ as follows:

$$\min_{\tilde{Z}_1, \tilde{Z}_2} \|\tilde{Z}_1\|_1 + \alpha \|\tilde{Z}_2\|_F + \beta \|\tilde{E}\|_1 + (L_1, \tilde{P}^T \tilde{X} - \tilde{P}^T \tilde{DZ} - \tilde{E}) + (L_2, \tilde{Z} - \tilde{Z}_1) + (L_3, \tilde{Z} - \tilde{Z}_2)$$
The above problem can also be solved using the IALM algorithm, as given in Algorithm 2.

Algorithm 2: Solving Problem of Eqn. (12) by IALM

Input: \( \vec{X}, \vec{D}, \vec{P}, \alpha, \beta, \gamma, \eta, \lambda, \rho, \mu, \mu_{\text{max}} \)

Initialization: \( \vec{Z} = \vec{Z}_1 = \vec{Z}_2, \vec{E} = 0, \lambda_1 = 0, \lambda_2 = 0, \lambda_3 = 0, \alpha = 0.07, \beta = 0.2, \gamma = 0.1, \eta = 0.06, \lambda = 0.06, \sigma = 0.3, \rho = 1.05, \mu = 0.4, \mu_{\text{max}} = 10^7 \)

Begin:

While not converged

Update \( \vec{Z} \) by solving Eqn. (17).

Update \( \vec{Z}_1 \) by solving Eqn. (19).

Update \( \vec{Z}_2 \) by solving Eqn. (21).

Update \( \vec{E} \) by solving Eqn. (23).

Update the multipliers and parameters by solving Eqn. (24).

Given others fixed.

Check the convergence condition:

\[
\| \vec{P}^T \vec{X} - \vec{P}^T \vec{DZ} - \vec{E} \|_\infty < \varepsilon, \\
\| \vec{Z} - \vec{Z}_1 \|_\infty < \varepsilon, \| \vec{Z} - \vec{Z}_2 \|_\infty < \varepsilon
\]

End while

Output: \( \vec{Z}, \vec{E} \)

C. Metric Learning

In our approach, we first get the low-level feature of local maximal occurrence feature (LOMO) [6] and hierarchical Gaussian descriptor (GOG) [10]. Then, we obtain the mid-level features via the aforementioned method, defined respectively as \( \vec{Z}_{\text{LOMO}} \) and \( \vec{Z}_{\text{GOG}} \), which all include seven reconstruction coefficient matrices. Furthermore, we combine the low-level features (\( F_{\text{LOMO}} \in \mathbb{R}^{d_{\text{LOMO}} \times n}, F_{\text{GOG}} \in \mathbb{R}^{d_{\text{GOG}} \times n} \)) and the
mid-level features \( \tilde{F}_{LOMO} \in R^{mxn}, \tilde{F}_{GOG} \in R^{mxn} \) to formulate our descriptor. Note that, in order to reduce the dimension of our descriptor, we define the new low-level features as \( \tilde{F}_{LOMO} \in R^{nxn} \) and \( \tilde{F}_{GOG} \in R^{nxn} \) by PCA. Therefore, the final dimension of our descriptor is \((2n + 2 \times 4m)\). Finally, we apply the metric learning method of XQDA [6] to measure the similarity for person Re-ID.

D. Complexity Analysis

For complexity analysis, we can consider two aspects: time complexity and spatial complexity. In our approach, we utilize IALM algorithm to obtain the optimal solution and most of the time computational effort is concentrated on solving inverse matrices, especially when the dimension of sample feature increases. Besides, the spatial complexity is also related to the dimension of sample feature and the number of samples. In addition, our approach concatenates the multiple feature descriptors in each sub-region and it leads to an increase in the complexity of the algorithm. This is also a disadvantage of our algorithm and our future work will try to solve this problem.

5. EXPERIMENTS

A. Experimental setting

Datasets. We consider three datasets to train and evaluate the proposed method: VIPeR [4], CUHK01 Error! Reference source not found. and PRID450S [10]. VIPeR is one of the most challenging dataset for person Re-ID, due to that the images of the 632 people are taken in different poses, from different viewpoints. CUHK-01 dataset was captured from two camera views, with higher resolution, containing 971 persons, and each person has two images in each view. PRID450S contains 450 image pairs recorded from two different static surveillance cameras. All images are scaled to 128×48 pixels.

Evaluation. For these datasets, we randomly divide all of the images into two equal-size subsets for training and testing, respectively. To quantitatively evaluate the experimental results, the widely used cumulative match curve (CMC) metric is adopted in our experiments. For each query image, we first compute the distance between the query image and each image in the gallery set, then return the top \( n \) gallery images with the smallest distance. If the returned list contains at least one image belonging to the same person as the query
image, this query is considered as success of top $n$. Top 1, 5, 10 and 20 are used in our experiments. The experiments are repeated 10 times, and the average rate is used as the evaluation result.

**Parameters.** In our model, the parameters include mainly $\alpha, \beta, \gamma, \eta, \lambda, \sigma, \mu$ and $\rho$. We obtain the optimal parameters through a method of adjusting one parameter while fixing other parameters. Note that, a large value for $\mu$ is adopted for the sake of fast convergence.

**B. Comparison on the VIPeR Dataset**

We evaluated our proposed method against 14 existing methods on VIPeR dataset and randomly choose 316 pairs of images for training and leave the rest for testing. These methods consider low-level descriptor, such as LOMO, GOG, CRAFT or deep features, such as ResNet [36], and learn the metric function, such as XQDA, LSSL, kLFDA and so on. For our proposed method, we try to learn the mid-level features and utilize the metric function of XQDA for Re-ID.

1) **Comparison to the State-of-the-art Methods**

We utilize the K-means method to obtain $4 \times 100$ multi-view visual words ($MvVW$) including 3 groups of local and 1 group of global features. Table 2 clearly shows the clear performance superiority of our proposed method over the competing methods. The results of CMC curves are shown in Figure 3.

![Fig. 3. The CMC curves and rank-1 matching rates on the VIPeR dataset.](image-url)
It can be seen that our proposed method is obviously better than other state-of-the-art methods. Specifically, our proposed method, achieving a rate of 56.32%, outperforms the 2nd best model (i.e. GOG+XQDA) by 6.64% at rank=1. Furthermore, our proposed method also outperforms other methods at rank>1 from Figure 3. From these results, we can see that the consideration of the multi-view information and applying the discriminative transfer learning to a common subspace with consistent contributions are necessity for person Re-ID. It further proves our model, capturing the mid-level features, can effectively improve the performance of person Re-ID.

### TABLE II

The recognition results of our model and other the state-of-the-art methods on VIPeR dataset at rank-1, 5, 10, 20.

<table>
<thead>
<tr>
<th>Method</th>
<th>Rank=1</th>
<th>Rank=5</th>
<th>Rank=10</th>
<th>Rank=20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours</td>
<td>56.32</td>
<td>83.03</td>
<td>90.01</td>
<td>95.76</td>
</tr>
<tr>
<td>CRAFT+XQDA [3]</td>
<td>47.82</td>
<td>77.53</td>
<td>87.78</td>
<td>94.84</td>
</tr>
<tr>
<td>GOG+XQDA [10]</td>
<td>49.68</td>
<td>79.71</td>
<td>88.67</td>
<td>94.52</td>
</tr>
<tr>
<td>LSSL [21]</td>
<td>47.86</td>
<td>78.03</td>
<td>87.63</td>
<td>94.05</td>
</tr>
<tr>
<td>LOMO+MLAPG [7]</td>
<td>39.46</td>
<td>70.04</td>
<td>82.41</td>
<td>92.84</td>
</tr>
<tr>
<td>LOMO+XQDA [6]</td>
<td>40.00</td>
<td>68.13</td>
<td>80.51</td>
<td>91.08</td>
</tr>
<tr>
<td>KCCA+XQDA [35]</td>
<td>33.53</td>
<td>62.31</td>
<td>74.43</td>
<td>85.25</td>
</tr>
<tr>
<td>FFN4096+XQDA [34]</td>
<td>28.86</td>
<td>55.35</td>
<td>68.13</td>
<td>81.14</td>
</tr>
<tr>
<td>ELF16+XQDA [33]</td>
<td>23.64</td>
<td>47.78</td>
<td>62.5</td>
<td>75.60</td>
</tr>
<tr>
<td>ResNet+XQDA [36]</td>
<td>22.66</td>
<td>52.97</td>
<td>67.78</td>
<td>83.70</td>
</tr>
<tr>
<td>kLFDA [19]</td>
<td>22.17</td>
<td>47.23</td>
<td>60.27</td>
<td>76.01</td>
</tr>
<tr>
<td>MFA [19]</td>
<td>20.46</td>
<td>48.97</td>
<td>63.35</td>
<td>76.08</td>
</tr>
<tr>
<td>KISSME [37]</td>
<td>22.53</td>
<td>49.57</td>
<td>64.11</td>
<td>78.15</td>
</tr>
<tr>
<td>SVMML [12]</td>
<td>25.41</td>
<td>54.75</td>
<td>70.28</td>
<td>83.50</td>
</tr>
<tr>
<td>LFDA [11]</td>
<td>18.34</td>
<td>44.64</td>
<td>57.25</td>
<td>72.96</td>
</tr>
</tbody>
</table>
2) Comparison with the Metric Learning Methods

We evaluate the proposed method with different metric learning methods, including L1-Norm distance, kLFDA and XQDA. The results of CMC curves are shown in Figure 4 and Table 3. It can be seen that the proposed method with XQDA is better than the other metric learning algorithms, with a gain of 23.49%, in comparison with kLFDA. This indicates that our model with XQDA performs favorably in learning a discriminative transfer subspace as well as an effective metric.

![Fig. 4. The CMC curves and rank-1 matching rates by different metric learning methods on the VIPeR dataset.](image)

<table>
<thead>
<tr>
<th>Method</th>
<th>Rank=1</th>
<th>Rank=10</th>
<th>Rank=20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours+XQDA</td>
<td>56.32</td>
<td>90.01</td>
<td>95.76</td>
</tr>
<tr>
<td>Ours+kLFDA</td>
<td>22.53</td>
<td>49.57</td>
<td>76.50</td>
</tr>
<tr>
<td>Ours+L1-Norm</td>
<td>9.18</td>
<td>24.68</td>
<td>60.75</td>
</tr>
</tbody>
</table>

The recognition results of our model with different metric methods on the VIPeR dataset at rank 1, 10, 20.
3) **Effect of the Number of Multi-view Visual Words**

We compare the performances with different numbers of multi-view visual words (MvVW) obtained by K-means, and the results are shown in Figure 5 and Table 4. It is obvious that our method with the number of (100, 150 and 200) can do better than other models. It can also be observed that our proposed method performs consistently the best with all of MvVW. Especially, we can obtain the best result of 57.05% at rank-1 with $m = 150$, which is 6.27%, higher than the visual words without K-means (All-MvVW). The result indicates that the original visual words have more redundant information and the MvVW, fusing multiview information with K-means, can achieve a better recognition rate. Nonetheless, we should also ensure that the available information is sufficient, so we set $m = 100$ on VIPeR dataset.

![Fig. 5. The CMC curves and rank-1 matching rates on the VIPeR dataset with $m = 50, 100, 150, 200$ and all.](image-url)
TABLE IV

THE RESULTS OF COMPARISON WITH DIFFERENT NUMBERS OF MULTI-VIEW VISUAL WORDS (M = 50, 100, 150, 200, ALL).

<table>
<thead>
<tr>
<th>Method</th>
<th>Rank=1</th>
<th>Rank=10</th>
<th>Rank=20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours(50-MvVW)</td>
<td>48.59</td>
<td>78.47</td>
<td>90</td>
</tr>
<tr>
<td>Ours(100-MvVW)</td>
<td>56.32</td>
<td>83.03</td>
<td>90.5</td>
</tr>
<tr>
<td>Ours(150-MvVW)</td>
<td>57.05</td>
<td>81.56</td>
<td>89</td>
</tr>
<tr>
<td>Ours(200-MvVW)</td>
<td>56.6</td>
<td>80.04</td>
<td>88.56</td>
</tr>
<tr>
<td>Ours(All-MvVW)</td>
<td>49.69</td>
<td>71.56</td>
<td>78.48</td>
</tr>
</tbody>
</table>

4) Contribution of each region

It is interesting to investigate which region is more effective in our proposed method. At the testing stage, we only use the similarities measurement for a single region and set the similarity scores of other regions to be 0. The CMC curves in Figure 6 show that the similarity measurement of the whole region evidently outperforms any individual local region. For local similarity measurements, the ones for upper body are more effective than those for lower body. In particular, the measurement of Region2 including the torso achieves better performances with the low rank value.
5) Effect of Parameter Selection

In this experiment, we compare the performances with different parameters and describe the method of parameters selection. In our model, the parameters include mainly $\alpha$, $\beta$, $\gamma$, $\eta$, $\lambda$, $\sigma$, $\mu$ and $\rho$. We provide the results of our model with different parameters at rank-1 in Figure 7 where the scale of horizontal ordinate is $10^{-2}$, $10^{-1}$, $10^{-2}$, $10^{-3}$, $10^{-1}$, $10^{-0}$. As we can see in this figure, our proposed model is insensitive to the setting on these parameters, performing the best with a small change for person Re-ID. In our model, we obtain the optimal parameters through a method of adjusting one parameter while fixing other parameters, and set the values of $\alpha$, $\beta$, $\gamma$, $\eta$, $\lambda$, $\sigma$, $\mu$ and $\rho$ as $0.07$, $0.2$, $0.1$, $0.06$, $0.06$, $0.3$, $0.4$ and $1.05$ when $m=100$. Note that, if we need fast convergence speed, we can set a larger value for $\mu$. 

Fig. 6. The CMC curves and rank-1 matching rates on the VIPeR dataset with different regions
C. Experiments on the CUHK01 Dataset

The CUHK-01 dataset was captured from two camera views, with higher resolution, containing 971 persons, and each person has two images in each view. We randomly choose 486 pairs of images for training and leave the rest for testing. And we utilize the K-means method to obtain $4 \times 200M_{\text{VW}}$. The rank-1, rank-5, rank-10 and the rank-20 matching rates are described in Table 5 and the CMC curves are drawn in Figure 8. As we can see in the Table 5 and Figure 8, our method outperforms the competing methods, achieving the best rank-1 matching rate of 68.44% with a gain of 3.11%, in comparison with the best result of 65.33% obtained by GOG+XQDA. Similar to the experimental results on the VIPeR dataset, the experimental results on the CUHK01 dataset also show that our method can achieve a better performance on small sample size dataset, which further verifies the robustness of our method.
\begin{table}[h]
\centering
\caption{The recognition results of our model and other the state-of-the-art methods on CUHK01 dataset at Rank-1, 5, 10, 20.}
\begin{tabular}{lcccc}
\hline
Method & Rank=1 & Rank=5 & Rank=10 & Rank=20 \\
\hline
Ours & 68.44 & 86.24 & 93.65 & 96.8 \\
GOG+XQDA [10] & 65.33 & 84.13 & 90.25 & 94.61 \\
LOMO+MLAPG [7] & 64.74 & 86.60 & 91.55 & 95.40 \\
LOMO+XQDA [6] & 63.02 & 83.33 & 90.47 & 94.56 \\
FFN4096+XQDA [19] & 39.69 & 60.05 & 68.43 & 75.79 \\
kLFDA [19] & 35.91 & 52.71 & 61.05 & 69.77 \\
MFA [19] & 35.44 & 55.10 & 64.11 & 72.09 \\
KISSME [37] & 30.20 & 47.66 & 57.54 & 68.16 \\
SVMML [12] & 31.07 & 56.04 & 67.27 & 78.30 \\
LFDA [11] & 34.86 & 50.91 & 59.91 & 68.03 \\
\hline
\end{tabular}
\end{table}
D. Experiments on the PRID450S Dataset

The PRID450S dataset contains 450 image pairs recorded from two different static surveillance cameras. In this experiment, we randomly choose 250 pairs of images for training and leave the rest for testing. And we utilize the K-means method to obtain $4 \times 100$ MvVW. The rank-1, rank-10 matching rates are reported in Table VI. As we can see in this table, our proposed method achieves 72.15% rank-1 matching rate and 94.62% rank-10 matching rate on the PRID450S dataset, which improves the state-of-the-art rank-1,10 matching rates by 4.15% and 0.22%, respectively. The results also verify the robustness and effectiveness of our method.

Fig. 8. The CMC curves with different metric learning methods on the CUHK01 dataset
TABLE VI
THE RECOGNITION RESULTS OF OUR MODEL AND OTHER THE STATE-OF-THE-ART METHODS ON PRID450S
DATASET AT RANK-1, 10.

<table>
<thead>
<tr>
<th>Method</th>
<th>Rank=1</th>
<th>Rank=10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours</td>
<td>72.15</td>
<td>94.62</td>
</tr>
<tr>
<td>GOG+XQDA [10]</td>
<td>67.9</td>
<td>94.4</td>
</tr>
<tr>
<td>LOMO+XQDA [6]</td>
<td>52.3</td>
<td>84.6</td>
</tr>
<tr>
<td>SCNCD [22]</td>
<td>41.6</td>
<td>79.4</td>
</tr>
<tr>
<td>Semantic [15]</td>
<td>43.1</td>
<td>78.2</td>
</tr>
</tbody>
</table>

CONCLUSION

In this paper, we have proposed a novel similarity learning model that formulating the person Re-ID problem as a consistent iterative multi-view joint transfer learning optimal problem, and then solved this optimal problem using IALM algorithm. By adding the transfer, low-rank, and sparse representation constraints, the gap between multi-view images was greatly eliminated and the small sample size problem was effectively alleviated. The experimental results on three challenging person Re-ID benchmark datasets prove that our proposed model achieves state-of-the-art performance and is robust against inconsistent data distributions in terms of viewpoint changes and illumination variations. However, as a major difficulty in person re-identification, the problem of imbalance between positive and negative samples still affect the performance of our method. Besides, for large datasets or more difficult scenes, the features may not be robust. In future, we will study alternative schemes for choosing the proper samples to train the model, and combine with deep learning methods. In addition, we will try to solve the computational complexity problem caused by the dimension of features and blocking strategy.
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