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A B S T R A C T

Aspect-based sentiment analysis (ABSA) is a pivotal area within natural language processing (NLP) that focuses
on extracting fine-grained sentiment information from text. A particularly demanding task within ABSA is
Aspect Sentiment Quadruplet Extraction (ASQE), which aims to identify quadruplets comprising aspect terms,
their corresponding opinion terms, sentiment polarity, and categories. This level of analysis is crucial for
downstream applications such as sentiment monitoring and user experience research, offering nuanced insights
into textual data. However, current methodologies fall short of fully leveraging the rich linguistic features of
sentences and the semantic information of labels embedded within sentences. To address this gap, this paper
introduces a novel framework, the Label-Semantics Enhanced Multi-layer Heterogeneous Graph Convolutional
Network (LSEMH-GCN), specifically designed for ASQE. Our model integrates sentence linguistic features and
label semantics to construct a graph neural network tailored for this task. It employs a multi-layer graph
convolutional network that synergizes various linguistic features, and utilizes Biaffine attention to enrich
the label probability distribution for token pairs with semantic label information. Furthermore, our approach
introduces a token pair vector concatenation strategy alongside an advanced asymmetric label tagging scheme
to enhance quadruplet extraction. Comprehensive evaluations on benchmark datasets reveal that LSEMH-GCN
significantly surpasses existing state-of-the-art models, establishing a new benchmark for ASQE. Our model
achieves an average F1 score improvement of 15.52% and 12.30% on the Restaurant-ACOS and Laptop-ACOS
datasets, respectively.
1. Introduction

Aspect-Based Sentiment Analysis (ABSA) refines sentiment analysis
by pinpointing and evaluating sentiments tied to specific aspect terms
in texts. This extension enriches sentiment analysis by revealing de-
tailed perceptions that surpass the general sentiment classification at
the sentence level, thus enabling a more profound comprehension of
textual sentiments. ABSA’s advanced analytical prowess is pivotal for
various applications, including recommendation systems (Chen et al.,
2023), question-answering systems (Qiu et al., 2021), and sentiment-
driven dialogue systems (Wei et al., 2021). Traditionally, ABSA re-
search (Lu et al., 2022; Yu et al., 2022; Zhou et al., 2023a) has
concentrated on identifying aspect terms and their sentiment polarities,
providing a foundational yet somewhat restricted view of sentiment’s
complexity in texts. Recent advancements (Cai et al., 2021; Xiong et al.,
2023; Zhou et al., 2023b) in the field have evolved to address this
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limitation by aiming to identify four key aspect-level sentiment com-
ponents: aspect terms, opinion terms, aspect categories, and sentiment
polarities. Termed Aspect Sentiment Quadruplet Extraction (ASQE),
this new challenge presents a significant departure from traditional
methods, offering a more comprehensive and nuanced exploration of
textual sentiments.

Fig. 1 illustrates the structured methodology of ASQE, providing
a concrete example of how sentiments are dissected and interpreted
in a detailed manner. It showcases a sentence and its dependency
tree structure, highlighting the intricate relationship between various
linguistic elements. Aspect terms and opinion terms are highlighted
in blue and yellow, respectively, underscoring their crucial roles in
forming sentiment meanings. Aspect categories, shown in purple, repre-
sent thematic classifications within the text, while sentiment polarities,
marked in green, indicate the sentiment’s valence associated with each
aspect.
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Fig. 1. Dependency tree visualization of ASQE with color-coded sentiment elements.
Historical ABSA research segmented the analysis into multiple sub-
tasks, focusing on predicting individual sentiment elements, such as
Aspect Target Extraction (ATE) (Ma et al., 2019), Opinion Target Ex-
traction (OTE) (Fan et al., 2019), Aspect Category Detection (ACD) (Hu
et al., 2021), and Aspect Sentiment Classification (ASC) (Ma et al.,
2017). However, recent studies have shifted towards the simultaneous
extraction of multiple sentiment elements. Notably, the Aspect-Opinion
Pair Extraction (AOPE) (Chen et al., 2020a) task identifies aspect
and opinion terms together, while Aspect Sentiment Triplet Extraction
(ASTE) (Xu et al., 2021) aims to isolate triplets of aspect, opinion, and
sentiment, showcasing the field’s growing complexity and analytical
capabilities.

Despite the strides made in ABSA, existing research primarily fo-
cuses on the isolated extraction of sentiment elements, falling short
of capturing the comprehensive aspect-level sentiment architecture.
To bridge this gap, the ASQE task emerges, aiming to simultaneously
predict four sentiment elements within a quadruplet structure. This
approach, as illustrated in Fig. 1, analyzes the sentence ‘‘the food
is wonderful but the service is terrible.’’ to generate distinct quadru-
plets, such as (FOOD#QUALITY, food, wonderful, positive) and (SER-
VICE#GENERAL, service, terrible, negative). This method not only
enhances the granularity of sentiment analysis but also significantly
boosts the accuracy of linking sentiments to their respective aspects,
thereby propelling the field forward.

Pioneering work by Cai et al. (2021) laid the groundwork for the
ASQE task, establishing baseline models that have become benchmarks
in the field. Subsequent research by Zhang et al. (2021a) and Bao
et al. (2022) delved into generative methodologies for ASQE, with
further expansions by Gou et al. (2023). Ye et al. (2023) applied ma-
chine reading comprehension strategies to tackle the ASQE challenge
innovatively. Moreover, studies (Chen et al., 2022; Li et al., 2021)
have demonstrated that models incorporating linguistic features to
construct graph convolutional networks (GCN) show promising results,
highlighting the importance of linguistic attributes in boosting ABSA
performance. However, the application of linguistic features to the
ASQE task remains an uncharted territory, presenting challenges that
our study seeks to address:

• How to unlock the potential of linguistic features for en-
hanced ASQE model performance ?
Integrating linguistic features into the ASQE task poses a signif-
icant challenge. For instance, aspect terms shown in Fig. 1 like
‘‘food’’ and ‘‘service’’ are nouns, while opinion terms like ‘‘won-
derful’’ and ‘‘terrible’’ are adjectives, all connected by the depen-
dency relationship ‘‘nsubj’’ within the dependency tree structure.
These linguistic features are crucial for extracting and associating
aspect and opinion terms (Chen et al., 2022). However, their
application in ASQE is complicated by implicit representations,
2

where crucial elements within aspect-opinion pairs are not ex-
plicitly mentioned. The limitations of current syntactic parsers,
which map syntactic connections among explicit words and assign
part-of-speech tags, hinder the direct application of linguistic fea-
tures to ASQE. Addressing this challenge requires a method that
uncovers hidden elements and establishes structured connections
between them and the explicit words in sentences.

• How to elevate ASQE by advanced multi-class classification
techniques ?
ASQE evolves from the conventional ASTE by emphasizing the
prediction of aspect categories, a critical factor in the model’s
precision and overall performance. Despite the advantages of
using linguistic features for identifying aspect-opinion pairs, a gap
remains in correlating these features with the complex task of
category classification. The vast array of categories, exemplified
by the commonly used Laptop-ACOS dataset’s 121 categories (Cai
et al., 2021), underscores the classification process’s complexity
and the requirement for an innovative classification optimization
strategy.

This work introduces the Label-Semantics Enhanced Multi-layer
Heterogeneous Graph Convolutional Network (LSEMH-GCN), a novel
methodology designed to navigate the complexities previously identi-
fied. Our approach is segmented into three pivotal components, each
playing a crucial role in enhancing the model’s novelty and efficacy.

First, our research introduces a Linguistic Feature Module (LFM) de-
signed to address the ASQE challenge. This module lies on the strategic
utilization of sentence-level feature representations, a method crafted
to unveil the subtle implicit meanings and intricate structures through
linguistic features. Central to this module is the integration of four key
linguistic features: token pair part-of-speech combinations, syntactic
dependency types, distances derived from constituent tree structures,
and relative positional distances. This multifaceted framework is metic-
ulously engineered to enable our model to capture the nuanced implicit
representations and meaningful structures that exist among a diverse
vocabulary. These elements are adeptly transformed into graph edges,
with token hidden representations forming the graph nodes. Then,
utilizing Graph Convolutional Networks (GCN), we achieve a novel
standard in aggregating information for linguistic feature integration
within graph neural networks.

Second, a designed Label Semantic Module (LSM) introduces an
innovative application of Biaffine attention, adept at capturing the se-
mantic subtleties of categories and sentiment labels. This module excels
in classifying token pairs and distributing sentiment labels, generating
a label probability tensor for each token pair with unparalleled detail
and specificity.

Third, a Quadruplet Extraction Module (QEM) is introduced. This
module represents a methodological breakthrough by combining to-

ken pair representations with different token pair relationships using
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a novel technique of vector concatenation. This technique skillfully
separates the vectors representing category classifications from those
representing sentiment relations, culminating in the adoption of an
asymmetric quadruplet labeling scheme for quadruplet extraction. Our
research introduces methodological contributions in ASQE solutions, as
outlined below:

• Pioneering Graph Convolutional Networks Integration: We
introduce the first application of GCN to ASQE, establishing a
groundbreaking methodology that expands the potential for fu-
ture ASQE research. This approach sets a new benchmark for the
domain.

• Semantic Features for Enhanced Classification: Our novel cat-
egory classification technique, which capitalizes on the seman-
tic features of category labels, significantly refines the preci-
sion of both category and sentiment classification within ASQE
tasks. This achievement demonstrates our capability to advance
classification methodologies through semantic analysis.

• Concrete Implicit Feature Representation: By incorporating
various label and positional information settings, we address
the challenge of implicit representation in ASQE. Our approach
strengthens these representations, linking them with existing
words and effectively integrating multiple linguistic features into
ASQE’s framework. This advancement not only resolves a pivotal
challenge but also broadens the applicability of ASQE models.

• Quadruplet Extraction with Vector Concatenation: Our unique
vector concatenation technique, combined with an asymmet-
ric quadruplet labeling scheme, enables efficient and accurate
end-to-end quadruplet extraction. This development signifies our
dedication to advancing the capabilities of ASQE.

2. Related work

Our exploration delves into the intricate realm of Aspect-Based Sen-
timent Analysis (ABSA), a sector increasingly influenced by the advent
of deep learning techniques. The application of these methodologies
within ABSA can be broadly categorized into two distinct streams: those
that leverage syntactic information (Syntax-based methods) and those
that do not (Syntax-free methods).

Syntax-based methods: The incorporation of linguistic features
into the architecture of models has been at the forefront of several
groundbreaking studies within ABSA. Notably, Li et al. (2021) innova-
tively introduced a dual graph convolutional network that harmonizes
syntactic dependency trees with semantic dependency trees, present-
ing a sophisticated approach to analyzing sentiment polarity. Simi-
larly, Liang et al. (2022) pioneered the exploration of constituent trees
to address the challenge posed by the proximity of opinion terms to
unrelated aspects in syntactic dependency trees, marking a significant
and beneficial advancement in the field. Their innovation significantly
enhances the model’s ability to discern relevant linguistic relationships,
as demonstrated in Fig. 2, by effectively increasing the relative distance
between vocabularies associated with different aspects and reducing
potential interference. Building on these advancements, Chen et al.
(2022) ingeniously integrated linguistic features into a multi-channel
graph convolutional network, applying this novel structure to the task
of triplet extraction. These studies highlight the dynamic progression
of ABSA and underscore the profound impact of syntax-based methods
in enhancing the precision and depth of sentiment analysis.

Syntax-free methods: In the realm of ABSA, various methodologies
that operate independently of linguistic features have made signif-
icant strides, particularly in recent ABSA research focusing on the
ASQE task. ASQE stands out as the most complex and demanding
task within ABSA, primarily due to its requirement to capture and
integrate a broad spectrum of sentiment elements comprehensively.
In a seminal contribution to this field, Cai et al. (2021) introduced
3

two new datasets annotated with sentiment quadruplets. They also
established a series of pipeline baselines by integrating existing models,
thus laying the groundwork for future research in ASQE. Expanding
upon this groundwork, Zhang et al. (2021a) advanced the field by
introducing a PARAPHRASE modeling paradigm aimed at transforming
the prediction of sentiment quadruplets into a paraphrase genera-
tion process. This end-to-end approach reduces error propagation in
pipeline methods and allows models to consider the semantic infor-
mation of sentiment elements through natural language generation.
Furthermore, Bao et al. (2022) introduced a novel opinion tree gen-
eration model that highlights the semantic relationships of sentiment
elements (e.g., aspect terms, opinion terms), revealing a more com-
prehensive and complete aspect-level semantic structure for extracting
sentiment elements. They proposed two strategies, constrained decod-
ing algorithms and sequence-to-sequence joint learning for pre-trained
tasks, to effectively form opinion tree structures. Additionally, Ye et al.
(2023) addressed the strong interdependence of subtasks within the
ASQE task by transforming ASQE into a multi-turn MRC task, enabling
models to learn relationships between subtasks effectively. They also
proposed a hierarchical category classification strategy to handle com-
plex category scenarios, utilizing bidirectional attention mechanisms to
enhance context representation.

While existing research in ASQE has made significant progress, the
incorporation of linguistic features remains untapped. The utilization
of linguistic features can provide a more systematic approach to in-
vestigating ABSA, supported by a wealth of studies showcasing their
efficacy, motivating us to incorporate linguistic features into the ASQE
task. The application of linguistic features can introduce syntax analysis
techniques and a more interpretable perspective to ASQE research,
expanding the methods and prospects of this field. Therefore, our study
charts a new course. We harness the power of graph convolutional
networks to dissect and analyze linguistic features, creating meaningful
structured relationships between tokens. This approach not only en-
hances our understanding of linguistic structures but also seamlessly
integrates these insights into the ASQE task.

3. Methodology

In this section, we introduce a novel model that harnesses the
capabilities of GCNs combined with deep linguistic insights to perform
ASQE. Our proposed model, named the Label-Semantics Enhanced
Multi-layer Heterogeneous Graph Convolutional Network (LSEMH-
GCN), is meticulously crafted to comprehensively extract structured
sentiment quadruplets (category, aspect, opinion, sentiment polarity)
from the input text, enabling a rich representation of the multifaceted
sentiment dynamics.

The LSEMH-GCN model distinguishes itself by its innovative inte-
gration of enhanced label semantics and linguistic features within a
framework of multi-layered heterogeneous graph convolutions. This in-
tegration is pivotal in modeling the complex interplay between words,
aspects, opinions, categories, and sentiment polarities. By doing so, our
approach not only captures the essence of sentiment relationships but
also maps these relationships within a structured analytical framework.
The framework, as depicted in Fig. 3, is poised to set new bench-
marks in performance, extending its utility across a broad range of
sentiment-driven applications and domains.

3.1. Problem definition

In the realm of ABSA, with a focus on ASQE, we consider a sentence
𝑊 = {𝑤1, 𝑤2,… , 𝑤𝑛} composed of 𝑛 words. The challenge of ASQE lies
in the precise identification and extraction of a set of sentiment quadru-
plets, denoted as  = {(𝑐, 𝑎, 𝑜, 𝑠)𝑚}

||
𝑚=1. Each quadruplet (𝑐, 𝑎, 𝑜, 𝑠) is a

structured entity that captures four essential dimensions of sentiment
analysis:

• 𝑎 signifies the aspect term under scrutiny, referring to the subject

or feature within the sentence that is the target of the sentiment.
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Fig. 2. Depicting the dependency and constituent trees for a same example sentence.
Fig. 3. Overall architecture of our end-to-end model LSEMH-GCN.
• 𝑜 denotes the opinion term associated with the aspect term 𝑎,
representing the specific sentiment expression or evaluation about
the aspect.

• 𝑐 identifies the category of the aspect-opinion pair (𝑎, 𝑜), a classi-
fication that varies based on the dataset, illustrating the diverse
nature of sentiment analysis across different sectors.

• 𝑠 indicates the sentiment polarity linked to the aspect-opinion
pair (𝑎, 𝑜), categorized into one of three types: positive (POS),
for favorable sentiments; neutral (NEU), indicating the absence
of clear sentiment; or negative (NEG), for adverse sentiments.

The quantity of such quadruplets within a sentence is represented by
||. This detailed approach to sentiment analysis via ASQE aims to
enrich our comprehension of the intricate relationship between aspects
and opinions in text, thereby enhancing the accuracy of sentiment anal-
ysis by capturing the complexity of human emotions and evaluations as
conveyed through language.

3.2. Label-Semantics Enhanced Multi-layer Heterogeneous Graph Convolu-
tional Network model

3.2.1. Overview
This section provides a comprehensive overview of the architec-

tural framework underpinning the proposed Label-Semantics Enhanced
Multi-layer Heterogeneous Graph Convolutional Network (LSEMH-
GCN) model, specifically designed for tackling ASQE tasks. The LSEMH-
GCN architecture is meticulously constructed around five pivotal com-
ponents, each contributing uniquely to the model’s efficacy in ASQE:
4

• Input and Encoding Layer: This foundational layer is tasked
with the initial processing of the input sentence, employing ad-
vanced encoding techniques to prepare the groundwork for sub-
sequent ASQE analysis. Contextual embeddings are leveraged to
ensure a rich representation of the input’s semantic intricacies.

• Enhanced Label Semantics Module: At the core of our LSEMH-
GCN model, this module improves the text sentiment analysis by
adding sentiment polarity and category-specific descriptive labels.
Utilizing Bidirectional Encoder Representations from Transform-
ers (BERT) (Devlin et al., 2019) for encoding and the Biaffine
Attention mechanism, it categorizes sentiment into positive, neu-
tral, and negative, while also recognizing non-sentimental or
categorical elements. This process turns labels into a set of fea-
tures that capture the sentiment’s nuances. The Biaffine Attention
evaluates how token pairs relate to these labels, creating a de-
tailed view of sentiment and category dynamics, significantly
improving sentiment analysis accuracy.

• Linguistic Feature Module: This component integrates a diverse
array of linguistic features, including syntactic, positional, and
dependency-related attributes, into the LSEMH-GCN’s analytical
framework. The model attains a comprehensive understanding
of sentence structure and the dynamic interplay among textual
elements by embedding these linguistic insights.

• Multi-layer Heterogeneous Graph Convolutional Network:
Drawing inspiration from Convolutional Neural Networks (CNNs)
yet tailored for graph-based data, this component introduces a
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multi-layer heterogeneous graph convolutional network. It fo-
cuses on efficient information aggregation and the nuanced mod-
eling of sentence structure through direct edges, enabling the
model to capture complex relationships within the data.

• Asymmetric Quadruplet Extraction Strategy: This strategy re-
fines the model’s approach to the identification and extraction
of category and sentiment. By employing a quadruplet tagging
mechanism, the model enhances its precision in distinguishing
between sentiment and category through specific vector concate-
nation techniques.

.2.2. Input and encoding layer
In this layer, we employ the Bidirectional Encoder Representations

rom Transformers (BERT) (Devlin et al., 2019) as our foundational
ncoding mechanism. This choice allows us to convert the input sen-
ence into a detailed set of contextualized feature representations. For
n input sentence 𝑊 = {𝑤1, 𝑤2,… , 𝑤𝑛}, the encoding layer generates a
equence of hidden feature representations 𝐻 = {[𝐶𝐿𝑆], ℎ1, ℎ2,… , ℎ𝑛}.

Here, the token [𝐶𝐿𝑆] serves as a sentence-level feature aggregator,
encapsulating the comprehensive information of the entire sentence,
while each ℎ𝑖 corresponds to the feature representation of the individ-
ual word 𝑤𝑖. To address the challenge of capturing connections within
the sentence and between words and their implicit meanings, especially
when aspects and opinions are implied rather than explicitly stated,
we adopt a specific approach. We use a linear transformation of the
sentence-level [𝐶𝐿𝑆] token to generate initial implicit representations
for aspects (𝐼𝐴) and opinions (𝐼𝑂). These representations are then
positioned at the start and end of the sequence of word feature repre-
sentations, leading to an enhanced sequence𝑋 = {𝑥0, 𝑥1, 𝑥2,… , 𝑥𝑛, 𝑥𝑛+1}
that includes the implicit representations. The augmentation process is
defined as follows:

𝑥0 = 𝐼𝐴 = MLP1([𝐶𝐿𝑆]) (1)

𝑥𝑛+1 = 𝐼𝑂 = MLP2([𝐶𝐿𝑆]) (2)

𝑥𝑖 = ℎ𝑖, 𝑖 ∈ [1, 𝑛] (3)

his setup lays the groundwork for the model to effectively perform
entiment quadruplet extraction.

.2.3. Enhanced label semantics module
The enhanced label semantics module introduces a refined labeling

trategy to accurately depict sentiment polarities and categories in
he text. We categorize sentiments into three labels: {𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑒𝑚𝑜𝑡𝑖𝑜𝑛,
𝑒𝑢𝑡𝑟𝑎𝑙 𝑒𝑚𝑜𝑡𝑖𝑜𝑛, 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑒𝑚𝑜𝑡𝑖𝑜𝑛} to cover the range of emotional re-
ponses. Additionally, we use a label {𝑖𝑡 𝑖𝑠 𝑛𝑜𝑡 𝑒𝑚𝑜𝑡𝑖𝑜𝑛 𝑜𝑟 𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦}
or tokens that do not express sentiment or belong to any category,
longside specific category labels such as {𝑓𝑜𝑜𝑑 𝑞𝑢𝑎𝑙𝑖𝑡𝑦}. This creates a
etailed label set that captures both sentiment polarity and category
spects. Leveraging the BERT model, we transform these labels into
set of hidden feature representations 𝐿 = {𝑙1, 𝑙2,… , 𝑙𝑚}, where 𝑚 is

he number of unique labels, embedding complex label semantics. To
nhance the semantic interpretation of these labels concerning the text,
e employ a Biaffine attention mechanism (Dozat & Manning, 2017).
his mechanism calculates the probability distribution of sentiment and
ategory labels across pairs of tokens. The process is mathematically
escribed as follows:

=
{

𝑦𝑖𝑗 ∣ 𝑦𝑖𝑗 = 𝑥𝑖 ⊕ 𝑥𝑗 , 𝑥𝑖 ∈ 𝑋, 𝑥𝑗 ∈ 𝑋, 𝑖, 𝑗 ∈ [0, 𝑛 + 1]
}

(4)

𝑖𝑗,𝑘 = 𝑦T𝑖𝑗𝑈1𝑙𝑘 + 𝑈2
(

𝑦𝑖𝑗 ⊕ 𝑙𝑘
)

+ 𝑏 (5)

𝑖𝑗,𝑘 =
exp

(

𝑔𝑖𝑗,𝑘
)

∑𝑚
𝑝=1 exp

(

𝑔𝑖𝑗,𝑝
) (6)

= Biaffine(𝑌 , 𝐿) (7)

ere, 𝑟𝑖𝑗,𝑘 represents the probability that the token pair (𝑥𝑖, 𝑥𝑗 ) is
associated with label 𝑙 . The vector 𝑟 ∈ R1×𝑚 indicates the probability
5

𝑘 𝑖𝑗
distribution for assigning sentiment polarity and category labels to
the token pair (𝑥𝑖, 𝑥𝑗 ), with 𝑚 reflecting the total number of labels.
𝑅 ∈ R(𝑛+2)×(𝑛+2)×𝑚 encapsulates the label probability distribution for
all token pairs, with its third dimension indexing the 𝑚 label types. Pa-
rameters 𝑈1, 𝑈2, and 𝑏 are the learnable weights and biases within the
model, and ⊕ signifies the operation of concatenation. The comprehen-
sive equation, encapsulated in Eq. (7), is derived from the integration of
Eqs. (4) to (6), illustrating the methodological precision in calculating
label probabilities for enhanced semantic analysis.

3.2.4. Linguistic features
Our methodology integrates a comprehensive suite of four linguistic

features into the ASQE framework, enhancing its capability to capture
the nuanced semantic relationships within text. These features include:

• Part-of-Speech (POS) Pairs: The model is enhanced with POS
tagging, incorporating unique labels 𝐼𝐴 and 𝐼𝑂 to implicit repre-
sent aspect and opinion terms, respectively. This addition enables
a more detailed comprehension of the grammatical functions
fulfilled by implicit representations in expressing sentiment.

• Syntactic Dependency Relations: To further dissect the structural
intricacies of sentences, we incorporate syntactic dependency
relations, including the ‘‘of’’ relation, 𝐼𝐴2𝑂 (aspect to opinion) re-
lation, and 𝐼𝑂2𝐴 (opinion to aspect) relation. These dependencies
are crucial for identifying the interconnections between aspect
and opinion terms, thereby enriching the model’s interpretative
depth.

• Relative Distances Based on Constituent Trees: This feature quan-
tifies the relative distances between elements in a sentence as
determined by constituent tree structures. By setting the distance
between implicit representations (e.g., 𝐼𝐴 and 𝐼𝑂) and other
words to 1, we provide a simplified yet effective metric for
gauging proximity within the sentence structure, as depicted in
Fig. 4.

• Relative Distances Within Sentences: Complementing the above,
this feature captures the linear distances between words within
sentences, offering an additional layer of contextual information
that aids in the accurate mapping of semantic relationships.

y utilizing these linguistic features, a learnable embedding table is
tilized to convert them into adjacency tensors. These tensors form
he basis for graph convolution operations, allowing the model to
eamlessly incorporate and analyze various levels of linguistic data.

.2.5. Multi-layer heterogeneous graph convolutional network
This subsection explores the application of Graph Convolutional

etworks (GCNs), an adaptation of Convolutional Neural Networks
CNNs) designed for graph-structured data. Unlike CNNs, which excel
ith grid-like data, GCNs are adept at handling data represented as
raphs, comprising nodes and edges. They perform convolution opera-
ions across the graph, aggregating information from neighboring nodes
o capture the data’s structural essence. In sentences with 𝑛 words,

we typically construct an adjacency matrix 𝐴 ∈ R𝑛×𝑛 based on the
syntactic dependency tree to represent the sentence’s graph structure.
In this matrix, the entry 𝐴𝑖𝑗 signifies the presence of an edge between
the node pair (𝑤𝑖, 𝑤𝑗 ). Here, an entry 𝐴𝑖𝑗 indicates an edge between
nodes (𝑤𝑖, 𝑤𝑗 ), with a value of 1 for direct connections and 0 otherwise.
Recent innovations (Chen et al., 2020b; Guo et al., 2019; Li et al., 2021)
have introduced soft edges, utilizing attention mechanisms to assign
probabilistic weights to edges. This approach offers a more nuanced
representation of the relevance between node pairs (𝑤𝑖, 𝑤𝑗 ).

Our model integrates the enhanced label semantics module and
the linguistic feature module to determine the probability distribution
of relationships between token pairs. This is achieved using Biaffine

attention, which models the relationships between all token pairs (Chen
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Table 1
Multiple token pair tags are depicted in the figure, with LF denoting the Language Feature Module and LS representing the Enhanced Label
Semantics module. Tags starting from the 13th item onwards correspond to distinct categories, the specifics of which are dictated by the
dataset’s content and quantity.

Tag LF LS Meaning

1 N ✓ ✓ The token pair is not related to sentiment or categories.

2 B-A ✓ The token marks the beginning of an aspect term.

3 I-A ✓ The token marks the inside of an aspect term.

4 A ✓ Tokens (𝑥𝑖 , 𝑥𝑗 ) belongs to the same aspect term.

5 B-O ✓ The token marks the beginning of an opinion term.

6 I-O ✓ The token marks the inside of an opinion term.

7 O ✓ Tokens (𝑥𝑖 , 𝑥𝑗 ) belongs to the same opinion term.

8 S ✓ The aspect-opinion pair represented by the token pair conveys sentiment
but does not specify the polarity.

9 POS ✓ The sentiment to be conveyed by the aspect-opinion pair that the
token pair represented.10 NEU ✓

11 NEG ✓

12 C ✓ The aspect-opinion pair represented by the token pair exists within a
category, but does not differentiate specific categories.

⋮ ⋮ ✓ The category to which the aspect-opinion pair represented by the token
pair belongs.(i.e., FOOD#QUALITY)
Fig. 4. Four distinct linguistic features.

et al., 2022), leading to the creation of multi-layered adjacency matri-
ces. Each layer in these matrices represents a distinct relationship type
between token pairs, as detailed in Table 1.

Subsequently, the model applies GCN to aggregate information
across nodes, using the adjacency matrices to guide the convolution
operations. For example, in the enhanced label semantics module, the
aggregation process is described as follows:

𝑋𝑙𝑠
𝑘 = 𝜎

(

𝑅𝑙𝑠
∶,∶,𝑘𝑋𝑊𝑘 + 𝑏𝑘

)

(8)

𝑋𝑙𝑠 = 𝑓 (𝑋𝑙𝑠
1 , 𝑋

𝑙𝑠
2 ,… , 𝑋𝑙𝑠

𝑚 ) (9)

Here, 𝑅𝑙𝑠
∶,∶,𝑘 denotes the 𝑘th layer of the adjacency matrix 𝑅𝑙𝑠, derived

from the enhanced label semantics module. The parameters 𝑊𝑘 and
𝑏 represent learnable weights and biases, respectively. The function
6

𝑘

𝜎 typically refers to the ReLU activation function, and 𝑓 (⋅) is an aver-
age pooling operation that combines the token hidden representations
from all convolutional layers, ensuring a comprehensive integration of
information.

3.2.6. Asymmetric quadruplet extraction strategy
This section extends the methodology of triplet labeling extraction,

as proposed by Chen et al. (2022), to introduce a novel quadru-
plet labeling extraction strategy tailored for the nuanced demands of
ASQE. This strategy utilizes a set of tags {𝐵-𝐴, 𝐼-𝐴,𝐴} for demar-
cating aspect terms and {𝐵-𝑂, 𝐼-𝑂,𝑂} for opinion terms. Addition-
ally, sentiment polarities of aspect-opinion pairs are encoded using
{𝑃𝑂𝑆,𝑁𝐸𝑈,𝑁𝐸𝐺} tags, while specific category tags are utilized for
classifying these pairs. An illustrative example presented in Fig. 5
demonstrates how the 𝐵-𝐴 tag and related tags identify an aspect
term, 𝐵-𝑂 and associated tags pinpoint opinion terms, and the 𝑃𝑂𝑆
tag signifies a positive sentiment polarity for the aspect-opinion pairs
(wine list, interesting) and (wine list, good values). The tags D#S and
D#P further categorize these pairs under DRINKS#STYLE_OPTIONS
and DRINKS#PRICES, respectively, enabling the extraction of two dis-
tinct quadruplets: (DRINKS#STYLE_OPTIONS, wine list, interesting,
positive) and (DRINKS#PRICES, wine list, good values, positive).

To accommodate the asymmetric nature of this labeling scheme,
we propose a specialized vector concatenation technique that precisely
differentiates between vectors representing the sentiment of aspect-
opinion pairs and those denoting categories. For vectors in the lower
triangular region of the token pair matrix, we append the category label
probabilities from the label probability vector. Conversely, for vectors
in the upper triangular region, we append the sentiment label probabili-
ties. The token pair representation 𝑧𝑖𝑗 is then processed through a linear
layer and a softmax function to yield a label probability distribution 𝑝𝑖𝑗 .
The formulation is as follows:

𝐗 = 𝑓
(

𝑋psc, 𝑋dep, 𝑋ctd, 𝑋rpd, 𝑋ba, 𝑋ls
)

(10)

𝐑 = 𝑅𝑝𝑠𝑐 ⊕𝑅𝑑𝑒𝑝 ⊕𝑅𝑐𝑡𝑑 ⊕𝑅𝑟𝑝𝑑 ⊕𝑅𝑏𝑎 (11)

𝑧𝑖𝑗 =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑥𝑖 ⊕ 𝑥𝑗 ⊕ 𝑟𝑖𝑖 ⊕ 𝑟𝑗𝑗 ⊕ 𝑟𝑖𝑗 ⊕ 𝑟𝑙𝑠𝑖𝑗,1 ⊕ [0]3 ⊕ 𝑟𝑙𝑠𝑖𝑗,5∶ , 𝑖 > 𝑗

𝑥𝑖 ⊕ 𝑥𝑗 ⊕ 𝑟𝑖𝑖 ⊕ 𝑟𝑗𝑗 ⊕ 𝑟𝑖𝑗 ⊕ 𝑟𝑙𝑠𝑖𝑗 , 𝑖 = 𝑗

𝑥𝑖 ⊕ 𝑥𝑗 ⊕ 𝑟𝑖𝑖 ⊕ 𝑟𝑗𝑗 ⊕ 𝑟𝑖𝑗 ⊕ 𝑟𝑙𝑠𝑖𝑗,∶4 ⊕ [0]𝑙𝑒𝑛(𝑟𝑙𝑠𝑖𝑗 )−4 , 𝑖 < 𝑗

(12)

𝑝𝑖𝑗 = softmax(𝑊𝑝𝑧𝑖𝑗 + 𝑏𝑝) (13)
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Fig. 5. Illustration of quadruplet tag assignment, where each cell denotes the tag
assigned to a token pair. For detailed explanations of each tag, please consult Table 1.

In the above formulas, 𝑓 (⋅) denotes an average pooling function. 𝑋 =
{𝑥0, 𝑥1,… , 𝑥𝑛+1} and 𝐑 = {𝑟00, 𝑟01,… , 𝑟(𝑛+1)(𝑛+1)} represent the aggre-
gated token feature representations and the probability distribution of
token pair relationships, respectively. 𝑧𝑖𝑗 is the final representation of
the token pair (𝑥𝑖, 𝑥𝑗 ). The notation 𝑟𝑙𝑠𝑖𝑗,1 refers to the first dimension
of 𝑟𝑙𝑠𝑖𝑗 , [0]𝑚 is a zero vector of dimension 𝑚, and 𝑟𝑙𝑠𝑖𝑗,5∶ and 𝑟𝑙𝑠𝑖𝑗,∶4 denote
specific segments of 𝑟𝑙𝑠𝑖𝑗 . The dimensionality of 𝑟𝑙𝑠𝑖𝑗 is indicated by 𝑙𝑒𝑛(𝑟𝑙𝑠𝑖𝑗 ).
𝑊𝑝 and 𝑏𝑝 are learnable parameters, and 𝑝𝑖𝑗 represents the probability
distribution across all labels, excluding the S and C labels as detailed
in Table 1.

Algorithm 1 delineates the systematic approach for extracting
quadruplets, which encapsulates the intricate process of identifying and
correlating aspect and opinion terms with their respective sentiment
and category labels within a sentence. The algorithm commences by
extracting the principal diagonal from the label prediction matrix 𝑃 ,
which facilitates the identification of aspect and opinion term spans.
Subsequently, for each potential pairing of aspect and opinion terms,
the algorithm scrutinizes the corresponding intersection area within 𝑃
to catalog all encountered sentiment and category labels. The absence
of either sentiment or category labels within this intersection signifies
the infeasibility of forming a valid quadruplet. In scenarios where mul-
tiple labels of the same type (e.g., several sentiment or category labels)
are present, the algorithm opts for the label exhibiting the highest
occurrence frequency to constitute the quadruplet. This methodology is
consistently applied to extract all viable quadruplets from the sentence.

In the context of analyzing the time complexity of the Quadruplet
Extraction Strategy as outlined in the provided Algorithm 1, it is
essential to dissect the algorithm into its constituent operations and
assess the computational cost associated with each. The algorithm’s
primary objective is to extract quadruplets from a sentence based on
the label prediction matrix 𝑃 and the number of labels 𝑙𝑎𝑏𝑒𝑙_𝑛𝑢𝑚. The
analysis below assumes that the sentence contains 𝑛 tokens, leading to
a 𝑛 × 𝑛 label prediction matrix 𝑃 .

• Initialization: The algorithm begins by initializing an empty list
𝑄𝑢𝑎𝑑𝑠 and performing a series of retrieval operations to extract
the main diagonal 𝐷, aspect spans 𝐴, and opinion spans 𝑂 from
𝑃 . The time complexity of these initial steps is largely dependent
on the implementation of the GetDiagonal, GetAspectSpan, and
7

Algorithm 1 Quadruplet Extraction Strategy
Require: The label prediction matrix 𝑃 of a sentence and the number

of labels 𝑙𝑎𝑏𝑒𝑙_𝑛𝑢𝑚.
Ensure: A list of quadruplets 𝑄𝑢𝑎𝑑𝑠.
1: function quadextraction(𝑃 , 𝑙𝑎𝑏𝑒𝑙_𝑛𝑢𝑚)
2: 𝑄𝑢𝑎𝑑𝑠 ← []
3: 𝐷 ← GetDiagonal(𝑃 )
4: 𝐴 ← GetAspectSpan(𝐷)
5: 𝑂 ← GetOpinionSpan(𝐷)
6: for 𝑎𝑠, 𝑎𝑒 in 𝐴 do
7: for 𝑜𝑠, 𝑜𝑒 in 𝑂 do
8: 𝑙𝑎𝑏𝑒𝑙_𝑐𝑜𝑢𝑛𝑡 ← [0] ∗ 𝑙𝑎𝑏𝑒𝑙_𝑛𝑢𝑚
9: for 𝑙𝑎𝑏𝑒𝑙 in 𝑃 [𝑎𝑠 ∶ 𝑎𝑒, 𝑜𝑠 ∶ 𝑜𝑒] do

10: 𝑙𝑎𝑏𝑒𝑙_𝑐𝑜𝑢𝑛𝑡[𝑙𝑎𝑏𝑒𝑙] + +
11: end for
12: for 𝑙𝑎𝑏𝑒𝑙 in 𝑃 [𝑜𝑠 ∶ 𝑜𝑒, 𝑎𝑠 ∶ 𝑎𝑒] do
13: 𝑙𝑎𝑏𝑒𝑙_𝑐𝑜𝑢𝑛𝑡[𝑙𝑎𝑏𝑒𝑙] + +
14: end for
15: if Sum(𝑙𝑎𝑏𝑒𝑙_𝑐𝑜𝑢𝑛𝑡[𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡])= 0 or

Sum(𝑙𝑎𝑏𝑒𝑙_𝑐𝑜𝑢𝑛𝑡[𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦])= 0 then
16: continue
17: end if
18: 𝑠_𝑙𝑎𝑏𝑒𝑙 ← MaxLabel(𝑙𝑎𝑏𝑒𝑙_𝑐𝑜𝑢𝑛𝑡[𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡])
19: 𝑐_𝑙𝑎𝑏𝑒𝑙 ← MaxLabel(𝑙𝑎𝑏𝑒𝑙_𝑐𝑜𝑢𝑛𝑡[𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦])
20: 𝑄𝑢𝑎𝑑𝑠.append([𝑐_𝑙𝑎𝑏𝑒𝑙, (𝑎𝑠, 𝑎𝑒), (𝑜𝑠, 𝑜𝑒), 𝑠_𝑙𝑎𝑏𝑒𝑙])
21: end for
22: end for
23: return 𝑄𝑢𝑎𝑑𝑠
24: end function

GetOpinionSpan functions. Assuming efficient implementations,
the extraction of the diagonal and identification of spans can be
accomplished in 𝑂(𝑛) time, where 𝑛 is the number of tokens in
the sentence.

• Nested Loops: The core of the algorithm involves nested loops
iterating over aspect spans 𝐴 and opinion spans 𝑂. Let 𝑎 and 𝑜
denote the number of aspect and opinion spans, respectively. The
worst-case scenario occurs when every token is identified as part
of an aspect or opinion span, leading to 𝑎, 𝑜 = 𝑂(𝑛).

• Label Counting and Quadruplet Formation: Within the nested
loops, the algorithm iterates over the intersection areas defined by
aspect and opinion spans in the matrix 𝑃 , counting the occurrence
of each label. Since the label counting involves accessing elements
within a slice of the matrix and incrementing counters, the time
complexity for this step is proportional to the size of the intersec-
tion area. In the worst case, where an aspect span or opinion span
encompasses the entire sentence, this step could take 𝑂(𝑛2) time
due to the need to iterate over all elements in the slice. However,
in practice, aspect and opinion spans are likely to be much smaller
than the entire sentence, reducing the practical time complexity
of this step.

• Label Selection and Quadruplet Appending: After counting label
occurrences, the algorithm selects the labels with the highest
frequency for sentiment and category, and appends the resulting
quadruplet to the list 𝑄𝑢𝑎𝑑𝑠. The selection of maximum labels can
be done in 𝑂(𝑙𝑎𝑏𝑒𝑙_𝑛𝑢𝑚) time, and appending to the list is 𝑂(1).

Given the above considerations, the overall time complexity of the
algorithm can be expressed as 𝑂(𝑎 ⋅ 𝑜 ⋅𝑛2 +𝑎 ⋅ 𝑜 ⋅ 𝑙𝑎𝑏𝑒𝑙_𝑛𝑢𝑚). In the worst-
case scenario, where 𝑎, 𝑜 = 𝑂(𝑛), this simplifies to 𝑂(𝑛3 + 𝑛2 ⋅ 𝑙𝑎𝑏𝑒𝑙_𝑛𝑢𝑚).
It is important to note that the actual runtime will be significantly
influenced by the specific characteristics of the input data, such as the
average size of aspect and opinion spans and the distribution of labels
within the matrix 𝑃 . While the worst-case time complexity of Algorithm
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1 may appear high, practical considerations such as the typically small
size of aspect and opinion spans relative to the entire sentence, and the
finite and manageable number of labels, are likely to result in much
more efficient execution in real-world scenarios.

3.2.7. Loss function
The design and optimization of loss functions play a pivotal role

in guiding the learning process of models towards achieving desired
outcomes. This section presents a comprehensive analysis of the loss
function employed in our model, which is meticulously crafted to
model various relationships between token pairs within a sentence. The
overarching goal is to minimize the composite loss function, which is
articulated as follows:

 = 𝑝 + 𝛼
(

𝑝𝑠𝑐 + 𝑑𝑒𝑝 + 𝑟𝑝𝑑
)

+ 𝛽
(

𝑐𝑡𝑑 + 𝑙𝑠
)

+ 𝜆𝑏𝑎 (14)

𝑝 = −
𝑛+1
∑

𝑖=0

𝑛+1
∑

𝑗=0

∑

𝑐∈1

I(𝑦𝑖𝑗 = 𝑐) log(𝑝𝑖𝑗|𝑐 ) (15)

he loss function  is a weighted sum of several component losses, each
orresponding to a specific module within the model. These modules
re designed to capture distinct aspects of the relationships between
oken pairs, thereby facilitating a nuanced understanding of the textual
ata. The primary loss component, 𝑝, is derived from the cross-entropy
unction, which quantifies the discrepancy between the predicted and
ctual labels for token pairs across the entire sentence. This component
erves as the foundation of our loss function, ensuring that the model
ccurately captures the fundamental relationships between tokens.

To further refine the model’s performance and enable it to leverage
he rich semantic and syntactic information embedded in the text, we
ntroduce additional loss components associated with specific modules,
uch as 𝑝𝑠𝑐 , 𝑑𝑒𝑝, 𝑟𝑝𝑑 , 𝑐𝑡𝑑 , and 𝑙𝑠. Each of these components targets
particular aspect of the token pair relationships, ranging from posi-

ional semantics to dependency structures and beyond. The Enhanced
abel Semantics module, exemplified by 𝑙𝑠, imposes constraints on its
ub-modules to accentuate the attention of different modules on distinct
oken pair relationships:

𝑙𝑠 = −
𝑛+1
∑

𝑖=0

𝑛+1
∑

𝑗=0

∑

𝑐∈2

I(𝑦𝑖𝑗 = 𝑐) log(𝑟𝑙𝑠𝑖𝑗|𝑐 ) (16)

he coefficients 𝛼, 𝛽, and 𝜆 are strategically employed to modulate
he influence of the respective sub-modules, allowing for a balanced
ntegration of the diverse linguistic features captured by the model.
he indicator function I(⋅) serves to conditionally activate the loss
omputation based on the presence of specific labels, thereby ensuring
hat each component of the loss function is precisely aligned with the
odel’s learning objectives.

The sets of labels 1 and 2 delineate the scope of labels applicable
o different modules, with 1 encompassing all labels except for the S
nd C labels, as detailed in Table 1. This nuanced approach to label
election underscores the model’s capacity to differentiate between
arious types of token pair relationships, thereby enhancing its ability
o extract meaningful insights from textual data.

.3. Model training

The overall procedure of LSEMH-GCN can be given in Algorithm
, detailing the step-by-step process of model training and quadruplet
xtraction. The procedure begins with an input sentence set 𝑆 with its
orresponding truth quadruplets set 𝑇 and label set 𝐿𝑆 . The goal is
o output Trained model and a set of sentiment quadruplets, 𝑄𝑢𝑎𝑑𝑠,
ccurately representing the sentiment structure within the sentence.
Step 1: Encoding. The encoder function processes the input sen-

ence 𝑆 using BERT, generating hidden feature representations 𝐻 for
he sentence and 𝐿 for the label set. It also computes initial implicit
epresentations for aspects (𝐼𝐴) and opinions (𝐼𝑂) using a Multi-Layer
erceptron (MLP) applied to the [𝐶𝐿𝑆] token representation. The
8

utput 𝑋 combines these representations, setting the stage for further
rocessing.
Step 2: Label Semantics. The LabelSemantics function applies

iaffine attention to pairs of tokens from 𝑋 and the label features
, producing a matrix 𝑅𝑙𝑠 that captures the semantic relationships
etween token pairs and labels.
Step 3: Linguistic Features. This step extracts linguistic features

rom the sentence 𝑆, including part-of-speech tags, dependency rela-
ions, constituent tree structures, and relative distances between tokens,
sing tools like Supar and Stanza. These features are represented as
atrices 𝑅𝑝𝑠𝑐 , 𝑅𝑑𝑒𝑝, 𝑅𝑐𝑡𝑑 , and 𝑅𝑟𝑝𝑑 .
Step 4: Biaffine Attention. The Biaffine function computes rela-

ionships between all token pairs in 𝑋, resulting in a matrix 𝑅𝑏𝑎 that
nhances the model’s understanding of token interactions.
Step 5: GCN Integration. The Concat function merges all feature

atrices, and the MultiLayerGCN function applies graph convolutional
perations on 𝑋 using the combined feature matrix 𝑅𝑎𝑙𝑙, yielding an
nriched representation 𝑋.
Step 6: Quadruplet Extraction. The final steps involve concate-

nating feature representations and applying a prediction function to
extract sentiment quadruplets. The VectorConcatenation function in-
tegrates 𝑋, 𝑅, and 𝑅𝑙𝑠 into a comprehensive feature vector 𝑍. The
GetPrediction function then applies a softmax layer over an MLP to
predict sentiment quadruplets, which are extracted and returned as
𝑄𝑢𝑎𝑑𝑠.

This training algorithm meticulously integrates various NLP tech-
niques and neural network architectures to achieve precise sentiment
quadruplet extraction, demonstrating the model’s capability to under-
stand and analyze complex sentence structures and sentiment expres-
sions.

4. Experiments

4.1. Datasets

This section provides a detailed overview of the datasets utilized in
our study, which aims to evaluate the efficacy of our proposed method.
Our investigation leverages two benchmark datasets, Restaurant-ACOS
and Laptop-ACOS, which were meticulously curated by Cai et al. (2021)
based on the foundational SemEval 2016 dataset (Pontiki et al., 2016).
To ensure a comprehensive evaluation, we adopted the experimental
setup delineated by Cai et al. (2021), which involves partitioning
each dataset into distinct subsets for training, validation, and testing
purposes. This division enables a systematic exploration of the model’s
performance across different phases of the learning process, ensuring
that the results are both robust and generalizable.

Table 2 presents a summary of the statistical characteristics of the
Restaurant-ACOS and Laptop-ACOS datasets. The table is structured to
provide insights into the composition of the datasets, including the total
number of sentences, the distribution of quadruplets across various
categories (explicit aspect terms, explicit opinion terms, implicit aspect
terms, and implicit opinion terms), and the average number of quadru-
plets per sentence. Additionally, the table highlights the diversity of
categories present in each dataset, underscoring the complexity and
richness of the data.

4.2. Implementation details

This section delineates the specific configurations and methodolo-
gies employed in the execution of our experiments. Our experimental
framework is anchored by the utilization of the Bert_base_uncased
model, which serves as the sentence encoder. This choice is moti-
vated by BERT’s proven efficacy in capturing deep contextualized
representations of textual data. To facilitate the optimization pro-

cess, we employed the AdamW optimizer (Loshchilov & Hutter, 2017),

https://huggingface.co/bert-base-uncased


Expert Systems With Applications 255 (2024) 124523Y. Fu et al.

1
1
1
1
1
1
1
2
2

Table 2
Summary of experimental dataset statistics: The dataset is categorized into four types of terms: ‘EA’ for explicit aspect terms, ‘EO’ for explicit
opinion terms, ‘IA’ for implicit aspect terms, and ‘IO’ for implicit opinion terms. Each category is quantitatively represented to facilitate
comprehensive analysis.

Sentences Quadruplets Quadruplets
Sentences

Categories

EA&EO EA&IO IA&EO IA&IO All

Restaurant-ACOS 2286 2429 350 530 349 3658 1.60 13(66.40%) (9.57%) (14.49%) (9.54%)

Laptop-ACOS 4076 3269 1237 910 342 5758 1.42 121(56.77%) (21.48%) (15.80%) (5.94%)
Algorithm 2 Training of the LSEMH-GCN model
Require: Sentence set 𝑆, set of truth quadruplets from the sentence set

𝑇 and label set 𝐿𝑆 .
Ensure: Trained model LSEMH-GCN and set of quadruplets predicted

by the model 𝑄𝑢𝑎𝑑𝑠.
1: repeat
2: train(LSEMH-GCN(𝑆, 𝐿𝑆 ), 𝑇 )
3: until Convergence
4: 𝑄𝑢𝑎𝑑𝑠 ← LSEMH-GCN(𝑆, 𝐿𝑆 )
5: return LSEMH-GCN, 𝑄𝑢𝑎𝑑𝑠
6: function LSEMH-GCN(𝑆, 𝐿𝑆 )
7: 𝑋, 𝐿 ← Encoder(𝑆, 𝐿𝑆 )
8: 𝑅𝑙𝑠 ← LabelSemantics(𝑋, 𝐿)
9: 𝑅𝑝𝑠𝑐 , 𝑅𝑑𝑒𝑝, 𝑅𝑐𝑡𝑑 , 𝑅𝑟𝑝𝑑 ← LinguisticFeatures(𝑆)

10: 𝑅𝑏𝑎 ← Biaffine(𝑋,𝑋)
11: 𝑅𝑎𝑙𝑙 ← Concat(𝑅𝑝𝑠𝑐 , 𝑅𝑑𝑒𝑝, 𝑅𝑐𝑡𝑑 , 𝑅𝑟𝑝𝑑 , 𝑅𝑏𝑎, 𝑅𝑙𝑠)
12: 𝑋 ← MultiLayerGCN(𝑋, 𝑅𝑎𝑙𝑙)
3: 𝑅 ← Concat(𝑅𝑝𝑠𝑐 , 𝑅𝑑𝑒𝑝, 𝑅𝑐𝑡𝑑 , 𝑅𝑟𝑝𝑑 , 𝑅𝑏𝑎)
4: 𝑍 ← VectorConcatenation(𝑋, 𝑅, 𝑅𝑙𝑠)
5: 𝑃 ← GetPrediction(𝑍)
6: 𝑄𝑢𝑎𝑑𝑠 ← QuadrupletExtraction(𝑃 , len(𝑙𝑆 ))
7: return 𝑄𝑢𝑎𝑑𝑠
8: end function
9: function Encoder(𝑆, 𝐿𝑆 )
0: 𝐻 ← Bert(𝑆)
1: 𝐿 ← Bert(𝐿𝑆 )

22: 𝐼𝐴 ← MLP(𝐻[𝐶𝐿𝑆])
23: 𝐼𝑂 ← MLP(𝐻[𝐶𝐿𝑆])
24: 𝑋 ← 𝐼𝐴 +𝐻[1 ∶] + 𝐼𝑂
25: return 𝑋, 𝐿
26: end function
27: function LabelSemantics(𝑋, 𝐿)
28: 𝑌 ← GetTokenPair(𝑋)
29: 𝑅𝑙𝑠 ← Biaffine(𝑌 , 𝐿)
30: return 𝑅𝑙𝑠

31: end function
32: function LinguisticFeatures(𝑆)
33: 𝑅𝑐𝑡𝑑 ← Supar(𝑆)
34: 𝑅𝑝𝑠𝑐 , 𝑅𝑑𝑒𝑝 ← Stanza(𝑆)
35: 𝑅𝑟𝑝𝑑 ← GetRelativeDistance(𝑆)
36: return 𝑅𝑝𝑠𝑐 , 𝑅𝑑𝑒𝑝, 𝑅𝑐𝑡𝑑 , 𝑅𝑟𝑝𝑑

37: end function
38: function GetPrediction(𝑍)
39: return SoftMax(MLP(𝑍))
40: end function

renowned for its effectiveness in handling sparse gradients and its
incorporation of weight decay to prevent overfitting.

The fine-tuning of the BERT model was conducted with a learning
rate of 10−6, a setting that strikes a balance between adaptation and
preservation of the pre-trained weights. For other trainable parameters
within our model, a slightly higher learning rate of 10−5 was adopted
to expedite the convergence of the training process. To mitigate the
9

risk of overfitting, a dropout rate of 0.5 was implemented, serving as
a regularization technique by randomly omitting a subset of features
during each iteration of training.

The architecture of our model comprises hidden state dimensions of
768 for BERT and 400 for the GCN, reflecting a tailored approach to
accommodate the distinct characteristics of each module. The LSEMH-
GCN model was subjected to 150 epochs of iterative training, a duration
determined to be sufficient for the model to converge and exhibit stable
performance.

Dataset-specific configurations were also meticulously calibrated
to optimize the training process. For the Restaurant-ACOS dataset, a
batch size of 21 was selected, while for the Laptop-ACOS dataset, a
smaller batch size of 5 was deemed more appropriate due to its distinct
characteristics. The parameters 𝛼, 𝛽, and 𝜆 were set to 0.01, 0.05, and
0.1, respectively, to finely control the influence of each module within
the model.

Model performance was rigorously evaluated based on precision,
recall, and F1 score, metrics that collectively provide a holistic view
of the model’s ability to accurately and comprehensively extract aspect-
category opinion sentiment quadruplets. A quadruplet was deemed cor-
rect only if all four elements, along with their combinations, precisely
matched those of the target quadruplet.

Linguistic features, including part-of-speech tags and dependency
relations, were generated using Stanza (Qi et al., 2020), a state-of-the-
art natural language processing toolkit. Additionally, the constituent
tree was derived from the SuPar parser, further enriching the model’s
input with syntactic information.

4.3. Baselines

In the baseline section, we selected a series of state-of-the-art models
from different time periods as baseline models for comparison with
the LSEMH-GCN model. The rationale behind choosing these baseline
models is that they represent various methods proposed in the develop-
ment of the ASQE field, encompassing a broad spectrum of approaches
ranging from pipeline and end-to-end methods to generation-based and
machine reading comprehension strategies. This selection was made to
ensure a comprehensive evaluation of the LSEMH-GCN model’s perfor-
mance and to reveal its advantages relative to existing methods in the
field. To delve deeper into these methods, these baseline models were
categorized into four groups based on their foundational approaches to
facilitate a more effective comparison between them and our proposed
approach.

Pipeline Methods:

1. Double Propagation (DP) Qiu et al. (2011) pioneers a rule-
based strategy for the extraction of aspect-opinion-sentiment
(AOS) triplets. By adeptly leveraging syntactic relations, DP
meticulously extracts AOS triplets and judiciously assigns sen-
timent and aspect categories using sentiment dictionaries. This
method has significantly advanced the understanding of how
syntactic structures can be harnessed for sentiment analysis.

2. Extract-Classify (EC) Cai et al. (2021) innovatively undertakes
the joint extraction of aspect-opinion pairs, seamlessly followed
by the prediction of category-sentiment for each pair. This in-
tegration of extraction and classification tasks has contributed

https://github.com/yzhangcs/parser
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Table 3
The experimental results of all baselines on the two benchmark datasets.
METHOD Restaurant-ACOS Laptop-ACOS

P R F1 P R F1

DP 34.67 15.08 21.04 13.04 0.57 8.00
Extract-Classify 38.54 52.96 44.61 45.56 29.48 35.80
JET 59.81 28.94 39.01 44.52 16.25 23.81
TAS-BERT 26.29 46.29 33.53 47.15 19.22 27.31
BARTABSA 56.62 55.35 55.98 41.65 40.46 41.05
GAS 60.69 58.52 59.59 41.60 42.75 42.17
Paraphrase 58.98 59.11 59.04 41.77 45.04 43.34
Opinion tree generation 63.96 61.74 62.83 46.11 44.79 45.44
EMRC 64.97 61.18 63.02 47.27 44.66 45.92

Our LSEMH-GCN 66.00 62.61 64.26 48.81 45.43 47.06
to the refinement of joint modeling approaches in sentiment
analysis.

3. JET Xu et al. (2020) introduces an end-to-end framework for
the extraction of AOS triplets, incorporating a position-aware
labeling scheme. Adapted for the ASQE task, JET’s methodology
of first extracting triplets before predicting their correspond-
ing aspect categories has enriched the landscape of end-to-end
sentiment analysis models.

End-to-End Method:

4. TAS-BERT Wan et al. (2020) adeptly executes the joint ex-
traction of aspect-opinion pairs under category-sentiment condi-
tions, employing an input transformation strategy and a filtering
mechanism to derive quadruplets. This approach has been in-
strumental in demonstrating the efficacy of transformer-based
models for complex sentiment analysis tasks.

Generation-Based Methods:

5. BARTABSA Yan et al. (2021) ingeniously reformulates all ABSA
subtasks into a unified generation task, with a focus on generat-
ing category indices. This model has been pivotal in showcasing
the versatility and potential of generative models in sentiment
analysis.

6. GAS Zhang et al. (2021b) proposes a unified generation frame-
work for ABSA tasks, conceptualizing them as sentiment element
sequence generation challenges. This innovative approach has
broadened the applicability of generation models in sentiment
analysis.

7. Paraphrase Zhang et al. (2021a) introduces a paraphrasing
modeling paradigm for the joint detection of sentiment elements
in quadruplets, transforming ABSA tasks into paraphrase gener-
ation processes. This method has contributed to the exploration
of novel paradigms in sentiment analysis.

8. Opinion Tree Generation Bao et al. (2022) envisions a tree-
structured semantic representation for the joint detection of sen-
timent elements, offering a nuanced representation of sentiment
structures.

Machine Reading Comprehension Method:

9. EMRC Ye et al. (2023) adopts a multi-turn machine reading com-
prehension (MRC) approach to the ASQE task, showcasing the
versatility of MRC methodologies in handling complex extraction
tasks. This method has underscored the potential of adapting
MRC techniques for sentiment analysis.

Within these baseline models, the first three models utilize tra-
ditional pipeline methods, and comparing them clearly reveals the
performance advantages of end-to-end methods. It is particularly note-
worthy that both the Double Propagation (DP) (Qiu et al., 2011) and
JET (Xu et al., 2020) models start from excellent sentiment triplet
models and extract quadruplets by incorporating a triplet category
classification structure. This highlights the difficulty of the ASQE task
10
compared to models specifically designed for quadruplet extraction,
thereby demonstrating the necessity and value of designing models
specifically for ASQE tasks. The subsequent six baseline models avoid
potential error propagation issues in pipeline models and exhibit higher
performance. In particular, the generation-based and machine reading
comprehension methods deeply deconstruct the ASQE task, enhancing
the fusion among ASQE subtasks and achieving better results. However,
these methods do not fully leverage graph convolutional networks and
language analysis techniques. In contrast, the LSEMH-GCN model is an
end-to-end model based on graph convolutional networks. It cleverly
integrates language analysis techniques and adopts an optimized struc-
ture specifically designed for ASQE tasks. Such design decisions have
resulted in higher performance in experiments, fully demonstrating the
effectiveness of combining graph convolutional networks with language
analysis techniques. These results further highlight the advantages of
the LSEMH-GCN model in addressing ASQE tasks.

4.4. Main results

According to the main experimental results, our LSEMH-GCN model
shows outstanding performance in terms of the F1 metric, as shown
in Table 3. Bold results indicate the best performance, and underlined
results indicate the second-best performance. Compared to pipeline
methods, end-to-end methods, and MRC-based methods, our model
achieves better performance on both datasets. It is observed that end-
to-end and MRC-based methods exhibit more significant improvements
compared to pipeline methods. This is because they can establish
correlations between subtasks and alleviate error propagation issues
by jointly training multiple subtasks. Compared to the baseline mod-
els, our LSEMH-GCN model achieves an average F1 score improve-
ment of 15.52% and 12.30% on the Restaurant-ACOS and Laptop-
ACOS datasets, respectively. This improvement can be attributed to our
model’s ability to learn word representations by leveraging relation-
ships between words and linguistic knowledge, as well as the enhanced
category classification through label semantic enhancement.

4.5. Model analysis

4.5.1. Ablation study
The LSEMH-GCN model incorporates several innovative modules

designed to enhance its performance in extracting aspect-category-
opinion-sentiment quadruplets. To rigorously evaluate the contribution
of these modules, we systematically removed each one in turn and
observed the resultant impact on the model’s performance. The out-
comes and score comparisons of these experiments are documented
in Table 4, Fig. 6, and Fig. 7, respectively, facilitating a nuanced
understanding of the role each module plays.

w/o Asymmetric Vector Concatenation: The removal of the asymmet-
ric vector concatenation strategy, pivotal for enabling the model to
discern between the upper and lower triangular regions of the label
matrix, results in a decrement in performance metrics. Specifically, the
precision, recall, and F1 scores on the Restaurant-ACOS dataset slightly
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Table 4
Performance of ablation experiments on the two datasets.
METHOD Restaurant-ACOS Laptop-ACOS

P R F1 P R F1

LSEMH-GCN 66.00 62.61 64.26 48.81 45.43 47.06
w/o Asymmetric Vector Concatenation 65.81 60.21 62.89 52.67 39.70 45.27
w/o Label Semantics 64.10 61.72 62.89 47.05 42.60 44.71
w/o Constituent Tree-based Distance 65.58 60.90 63.15 46.60 41.10 43.68
Fig. 6. The results of the ablation study on the dataset Restaurant-ACOS.
Fig. 7. The results of the ablation study on the dataset Laptop-ACOS.
decrease to 65.81, 60.21, and 62.89, respectively, from the original
scores of 66.00, 62.61, and 64.26. This decline is more pronounced
on the Laptop-ACOS dataset, where precision increases to 52.67 due
to the model’s inability to effectively differentiate between category
classification and sentiment polarity, essential for accurate quadruplet
formation, while recall and F1 scores significantly drop to 39.70 and
45.27, respectively.

w/o Label Semantics: Excluding the label semantics module, re-
sponsible for aggregating token information across sentiment polar-
ity and category classification dimensions, leads to a reduction in
the model’s performance. This is evidenced by the decrease in preci-
sion, recall, and F1 scores to 64.10, 61.72, and 62.89, respectively,
on the Restaurant-ACOS dataset, and to 47.05, 42.60, and 44.71 on
the Laptop-ACOS dataset. This underscores the critical role of label
semantics in enhancing the model’s comprehension and processing
capabilities.

w/o Constituent Tree-based Distance: Substituting the constituent
tree-based relative distance with a syntax dependency tree-based rela-
tive distance, which may introduce noise, notably impacts the model’s
performance, especially on the Laptop-ACOS dataset. This is reflected
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in the precision, recall, and F1 scores, which adjust to 65.58, 60.90, and
63.15 for the Restaurant-ACOS dataset, and more significantly to 46.60,
41.10, and 43.68 for the Laptop-ACOS dataset. This dataset’s broader
classification categories amplify the adverse effects of this modification,
validating the original choice of constituent tree-based distance.

The results of the ablation study unequivocally affirm the rationality
and effectiveness of the modular design within the LSEMH-GCN model.
Each module’s contribution to the model’s performance can clearly
articulated.

4.5.2. Token pair label prediction via label semantics module
The visualization, as depicted in Fig. 8, employs a three-

dimensional scatter plot to articulate the nuanced interactions between
tokens and their corresponding labels as interpreted by the Label
Semantics Module. The axes of this plot are defined as follows: the
𝑥 and 𝑦 axes delineate the tokens under consideration, while the 𝑧
axis enumerates the spectrum of possible labels. Within this schema,
specific 𝑧 values are assigned semantic significance; for instance, 𝑧 =
0 is designated as the ‘‘Nonesense Label’’, indicating a classification
outside the bounds of sentiment or category labels. Conversely, 𝑧 = 3
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Fig. 8. Visualizations of token pair label predictions from the label semantics module on the sentence ‘‘the pizza is overpriced and soggy’’.
is attributed to the ‘‘FOOD#QUALITY’’ category label, and 𝑧 = 14 is
reserved for the ‘‘Negative’’ sentiment label. Each plotted data point
within this three-dimensional space represents the Label Semantics
Module’s prediction for a given token-pair, annotated in the format
(𝑡𝑜𝑘𝑒𝑛1, 𝑡𝑜𝑘𝑒𝑛2)𝐿𝑎𝑏𝑒𝑙 ∶ 𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦.

A critical observation from this visualization is the high degree
of accuracy with which the Label Semantics Module operates. The
probability of correct label assignment for each data point prominently
exceeds the 90% threshold, underscoring the module’s proficiency in
accurately predicting labels for token-pairs. This visualization not only
serves as a testament to the module’s effectiveness but also provides
valuable insights into the underlying mechanisms that facilitate such
precise label prediction.

4.5.3. Investigating the impact of constituent vs. Dependency tree distances
on token representations of linguistic features module

This section delves into an experimental analysis aimed at elucidat-
ing the impact of utilizing constituent versus dependency tree distances
on the representation of tokens within the context of a GCN as part
of the linguistic features module. The crux of this investigation lies in
addressing the challenge posed by syntactic dependency trees, where
tokens pertaining to different aspects may exhibit relatively small
distances, potentially leading to mutual interference during the feature
aggregation process. This interference can result in overly similar fea-
ture representations for tokens of distinct aspects, thereby diminishing
the model’s ability to accurately discern and process varying sentiment
polarities within a sentence.

To rigorously explore the differential effects of constituent and
dependency tree-based relative distances on the aggregation efficacy of
the Linguistic Features Module, we embarked on a methodical analysis.
This involved obtaining token representation vectors for aspect and
sentiment words within a sentence, post-aggregation by the Linguis-
tic Features Module, incorporating either dependency or constituent
12
tree-based distances. Subsequently, we computed the Manhattan dis-
tance between these token representation vectors in their original high-
dimensional space. To facilitate a more intuitive understanding, we
projected these vectors onto a two-dimensional plane using Principal
Component Analysis (PCA).

The visualization of these projections is presented in Figs. 9 and
10, corresponding to token representation vectors aggregated with
constituent and dependency tree relative distances, respectively. In
these figures, blue data points denote the mapping positions of to-
ken representation vectors within the two-dimensional space, with
‘‘Manhattan D’’ signifying the Manhattan distance between two tokens
in the original high-dimensional space. A notable observation from
Fig. 9 is the discernible expansion in the distance between the aspect
word ‘‘food’’ and the sentiment words ‘‘upgraded’’ and ‘‘amazing’’, as
well as between the aspect word ‘‘decor’’ and these sentiment words,
when compared to the distances observed in Fig. 10. Specifically, the
distance differential for ‘‘food’’ and its associated sentiment words is
augmented by 19.6%, and for ‘‘decor’’ by 20.8%, in the constituent
tree-based representation relative to the dependency tree-based repre-
sentation. This expansion in distance underscores a reduced similarity
between tokens from different aspects in the constituent tree-based
vector space, thereby enhancing the model’s capacity to distinguish
between disparate aspect information within a sentence. Moreover,
these findings affirm the superiority of constituent tree-based relative
distances in mitigating the interference issues commonly associated
with dependency tree-based distances. Through this experimental anal-
ysis, we not only illuminate the critical role of tree-based relative
distances in shaping token representations but also underscore the
efficacy of constituent trees in fostering more distinct and interpretable
feature representations.

4.5.4. Case study
This section presents a detailed case study aimed at elucidating

the impact of specific vector concatenation methods on the predictive
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Fig. 9. PCA visualization of token representations from the linguistic features module aggregated using constituent tree relative distances.
Fig. 10. PCA visualization of token representations from the linguistic features module aggregated using dependency tree relative distances.
capabilities of a given model. Through the examination of two distinct
reviews, we aim to provide a comprehensive analysis of the influence
exerted by the implementation of specific vector concatenation meth-
ods on the model’s ability to predicate accurate sentiment quadruplets.
The predicted results and corresponding visualizations for both re-
views, with and without the application of specific vector concatenation
methods, are depicted in Fig. 11.

In the Review 1, the case ‘‘the fish was really, really fresh.’’ presents
an interesting scenario. When the LSEMH-GCN model, equipped with
asymmetric vector concatenation, processes this case, it successfully
13
predicts the sentiment quadruplet (FOOD#QUALITY, fish, fresh, pos-
itive). In contrast, the absence of asymmetric vector concatenation
(w/o) leads to the absence of the aspect category (FOOD#QUALITY),
thereby yielding an incomplete prediction. This observation under-
scores the critical role of specific vector concatenation in preserving
the integrity of sentiment quadruplets.

In the Review 2, the case ‘‘quick and friendly service.’’ further
corroborates the significance of specific vector concatenation meth-
ods. The LSEMH-GCN model, with the implementation of these meth-
ods, adeptly identifies two distinct sentiment quadruplets: (SERVICE#
GENERAL, service, quick, positive) and (SERVICE#GENERAL, service,
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Fig. 11. Illustrating token pair label predictions generated by the label semantic module.
friendly, positive). Remarkably, the model’s performance remains con-
sistent even without asymmetric vector concatenation for this particu-
lar review, suggesting that the effectiveness of specific vector concate-
nation methods may vary depending on the linguistic and contextual
nuances of the input text.

It is observed that the omission of specific vector concatenation
strategies often results in incomplete predictions of sentiment quadru-
plets. This inadequacy primarily stems from the model’s inability to
fully extract the entire quadruplet, a consequence of the feature vectors
becoming overly similar post-aggregation of aspect and opinion terms
through the GCN. Furthermore, the symmetric nature of linguistic
features exacerbates this challenge, rendering the model incapable of
effectively distinguishing between vectors representative of category
classification and sentiment polarity. This limitation also impedes the
model’s ability to differentiate between the upper and lower triangular
regions of the matrix, potentially leading to repeated predictions of
sentiment polarity or category classification and, consequently, to the
omission of essential elements of the quadruplet.

In contrast, the adoption of specific vector concatenation methods
markedly enhances the model’s predictive accuracy. By enabling the
model to distinctly differentiate between category vectors and sen-
timent vectors, specific vector concatenation methods facilitate the
complete and accurate prediction of all elements constituting the sen-
timent quadruplet. This approach not only addresses the challenges
posed by the similarity of feature vectors and the symmetric nature of
linguistic features but also significantly improves the model’s ability to
navigate the complexities of sentiment analysis.

4.5.5. Conclusion and future work
This paper has introduced the LSEMH-GCN architecture, a novel

and sophisticated framework specifically designed to navigate the in-
tricacies of the ASQE task. The LSEMH-GCN architecture represents
an improvement forward in sentiment analysis, characterized by its
innovative integration of multiple linguistic features and its strategic
focus on semantic information. The architecture’s ability to establish
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meaningful structured representations between tokens and their im-
plicit counterparts, coupled with the implementation of a multi-layer
heterogeneous graph convolutional network, has markedly enhanced
its interpretability and performance. A key contribution of our model is
the specific vector concatenation method, which has proven instrumen-
tal in enabling precise differentiation between category and sentiment
vectors, thereby facilitating accurate sentiment analysis. Furthermore,
the model’s unique asymmetric labeling scheme for the extraction
of sentiment quadruplets underscores its advanced functionalities and
potential to redefine the sentiment analysis landscape.

The empirical validation of the LSEMH-GCN model, through ex-
tensive experimental evaluations on benchmark datasets, has demon-
strated its superior performance, consistently outperforming all base-
line models across various metrics. This underscores the effectiveness
and robustness of the LSEMH-GCN architecture.

Our future endeavors will focus on the exploration of hierarchical
category classification methods. This initiative is aimed at further
enhancing the model’s classification efficiency by capitalizing on the
inherent structure of category labels. By adopting a more nuanced
approach to category classification, we are optimistic about achieving
even greater levels of accuracy and efficiency in sentiment analysis
tasks.
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