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A B S T R A C T

The complexity and scale of distributed systems in cloud computing present significant challenges for effective
time series anomaly detection, which aims to identify unusual patterns in time series data that deviate from
expected behavior. Traditional anomaly detection technologies in this domain suffer from high false positive
rates. This challenge arises from the difficulty of balancing high recall rates with the reduction of false positives,
which are both essential for ensuring operational integrity and user satisfaction in cloud environments. To
address these challenges, this paper presents the Efficient Hybrid Graph Attention Mechanism and Enhanced
Generative Adversarial Network (EH-GAM-EGAN), an innovative unsupervised model tailored for multivariate
time series anomaly detection in cloud computing networks. First, EH-GAM-EGAN utilizes a graph attention
mechanism combined with Long Short-Term Memory networks to effectively capture and analyze complex
node relationships, thereby improving the understanding of data interdependencies. Second, it integrates
an enhanced generative adversarial network, which precisely computes reconstruction and discrimination
errors. This approach facilitates a thorough analysis of anomalies by examining reconstruction, discrimination,
and prediction errors, resulting in significantly improved detection accuracy and model reliability. Extensive
experiments on four publicly available cloud computing datasets empirically validated the effectiveness of
EH-GAM-EGAN. The results show that EH-GAM-EGAN achieved average improvements of 17.93%, 17.88%,
and 21.46% in precision, recall, and F1 scores, respectively.
1. Introduction

The digital transformation era, defined by the exponential growth of
data and rapid advancements in artificial intelligence (AI), has under-
scored the critical role of cloud computing networks in both academic
research and industrial applications. These networks, with their intri-
cate and dynamic infrastructures, serve as the foundation for numerous
essential services. However, their complexity makes them vulnerable
to physical resource failures and anomalies, leading to performance
degradation, operational inefficiencies, and diminished end-user ex-
periences. Addressing these challenges has elevated the development
of advanced anomaly detection technologies specifically designed for
cloud computing networks into a pivotal area of research (Huang et al.,
2022).
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The use of monitoring tools allows for the collection of performance
metrics, such as CPU and memory usage, in the form of multivariate
time series data (Aslanpour, Gill, & Toosi, 2020). This data provides
valuable insights into the health of the network, enabling the real-
time detection of abnormal behaviors that may signal underlying issues.
However, anomaly detection in this context is inherently challenging.
The complex network of components and their interactions within
cloud computing infrastructure complicates the identification of ab-
normal patterns. Additionally, the noise and uncertainty in time series
data — caused by sensor inaccuracies, network delays, and dynamic re-
source allocations — further hinder the differentiation between normal
and anomalous behaviors. This often leads to increased false positive
rates, where normal behavior is mistakenly flagged as anomalous,
reducing the reliability of detection technologies (Li & Jung, 2023).
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data mining, AI training, and similar technologies. 
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Traditional time series anomaly detection methods in cloud com-
puting predominantly rely on statistical approaches. Rish et al. (2001)
roposed a Naive Bayes method for detecting anomalies in univariate
ime series within cloud environments, while Palmieri, Fiore, and Cas-
iglione (2014) applied independent component analysis for anomaly
etection in univariate time series in cloud computing contexts.

Modern time series anomaly detection techniques in cloud com-
uting predominantly rely on unsupervised deep learning approaches.
otably, LSTM-VAE (Park, Hoshi, & Kemp, 2018) replaces the fully
onnected layer in the Variational Autoencoder (VAE) with Long Short-
erm Memory (LSTM), utilizing variational inference for multivariate
equence reconstruction. For univariate cloud time series anomaly de-
ection, SR and SR-CNN (Ren et al., 2019) employ spectral residuals, a
ethod originally developed for visual saliency detection. These meth-

ods are specifically designed for univariate Key Performance Indicator
(KPI) data. OmniAnomaly (Su et al., 2019) adopts a stochastic recur-
ent neural network framework to catch intricate long-term temporal
atterns, employing a variational autoencoder architecture to compute
econstruction probabilities.

Graph Neural Networks (GNN) have emerged as a potent solution
to the limitations inherent in traditional deep learning models. For
instance, Deng and Hooi (2021) propose a methodology that combines
tructure learning and GNN. The method accurately detects anomalies,
aptures sensor correlations effectively. Similarly, STGCN (Yu, Yin, &

Zhu, 2018) consists of multiple spatio-temporal convolutional blocks,
each structured in a ‘‘sandwich’’ configuration, with two gated sequen-
ial convolution layers surrounding a spatial graph convolution layer.
his architecture allows STGCN to capture intricate spatio-temporal
ependencies, effectively tackling time series prediction challenges in
raffic forecasting.

Nevertheless, the existing research indicates that most methods
eveloped for cloud computing scenarios are primarily focused on
nivariate time series data. Current graph models fail to effectively
apture temporal dependencies. Moreover, present anomaly detection
echniques leveraging deep learning primarily aim to enhance accuracy
ithin specific contexts, often overlooking the complex and dynamic

haracteristics of cloud computing systems (Song et al., 2023). In light
of these circumstances, the development of an unsupervised deep learn-
ing approach tailored for cloud computing environments is critically
needed. This approach must be capable of not only accurately detecting
anomalies in multivariate time series data but also robustly addressing
the unique challenges posed by cloud computing networks to ensure
reliable detection.

This study presents an innovative unsupervised model, termed the
Efficient anomaly detection in multivariate time series using a Hybrid

odel with Graph Attention Mechanism and Enhanced Generative
Adversarial Network (EH-GAM-EGAN). This model combines the capa-
ilities of graph neural networks and enhanced generative adversarial
etworks (GAN) to create a comprehensive anomaly detection frame-
ork. GNN, with their proficiency in managing graph-structured data
nd elucidating relationships between nodes, are adept at uncovering
he intricate interconnections within multivariate time series data (Ho,

Karami, & Armanfard, 2023). Integrating a multi-head self-attention
mechanism facilitates contextual information extraction from sequen-
ial data, while Long Short-Term Memory networks capture enduring
emporal dependencies. Concurrently, the generative model within the

GAN framework identifies anomalies by reconstructing data points or
equences from test data and comparing these reconstructions with ac-
ual values to compute reconstruction errors. The discriminative model
erves to further enhance the efficacy of the model by distinguishing
etween instances derived from training data and those generated by
he model, thereby generating discrimination errors.

The main contributions of this paper can be summarized as follows:
2 
• Graph Attention and GAN Integration for Anomaly Detec-
tion: This study introduces the integration of a graph attention
mechanism with enhanced GAN. By employing a graph atten-
tion mechanism, the model achieves a nuanced understanding
of node relationships, enabling a comprehensive exploration of
interdependencies among nodes. This is further augmented by the
amalgamation of advanced deep learning methodologies, includ-
ing multi-dimensional data feature extraction and the bolstering
of anomaly detection robustness. The real-time adjustment of
attention weights and adaptability to data variations significantly
advance anomaly detection performance.

• Error Analysis Framework: A novel framework for integrating
reconstruction, discrimination, and prediction errors has been
developed, in which the prediction error is bifurcated into compo-
nents derived from both the graph attention mechanism and the
LSTM network. This approach has the dual objective of refining
the precision of anomaly detection while concurrently minimizing
false alarm rates.

• Optimized Model Efficiency: The EH-GAM-EGAN model dis-
tinguishes itself through its competitive advantage in reduced
time complexity and accelerated training speed per iteration. This
efficiency makes the model particularly well-suited for process-
ing large datasets, addressing one of the critical challenges in
anomaly detection. The optimization of model efficiency with-
out compromising on detection accuracy represents a significant
stride towards scalable and practical anomaly detection solutions.

• Empirical Validation and Impact: The effectiveness of EH-GAM-
EGAN has been rigorously validated through experimental eval-
uations conducted on public datasets. These evaluations under-
score the model’s potential to significantly advance the state-of-
the-art in anomaly detection, demonstrating its applicability and
impact in real-world scenarios.

This paper is organized into several sections. Section 2 provides a
summary of the relevant literature; Section 3 presents a detailed defini-
tion of the problem to be solved; Section 4 describes the approach taken
to solve the problem; Section 5 outlines the experimental setup; and
finally, in Section 6 summarizes the findings and presents concluding
remarks.

2. Related work

The realm of identifying anomalies in multivariate time series data
as been significantly expanded by a multitude of studies, each of
hich has contributed novel algorithms and methodologies. This sec-

ion outlines the spectrum of approaches that are either directly rele-
ant or have been instrumental in shaping the framework proposed in
his study.

2.1. Multivariate time series anomaly detection

Multivariate time series anomaly detection (MTSAD) has garnered
significant attention due to its crucial role in identifying atypical sam-
ples that deviate from expected patterns within datasets. This capability
is essential across various domains, including cloud computing, finance,
and healthcare, where early detection of anomalies can mitigate po-
ential losses or adverse outcomes. Over the years, numerous method-
logies have been proposed, each uniquely advancing the field. Tra-
itional techniques have provided the foundational basis for anomaly
etection, employing diverse approaches such as density-based meth-
ds (Breunig, Kriegel, Ng, & Sander, 2000), linear model-based ap-

proaches (Shyu, Chen, Sarinnapakorn, & Chang, 2003), distance-based
methods (Angiulli & Pizzuti, 2002), classification models (Schölkopf,
Platt, Shawe-Taylor, Smola, & Williamson, 2001), and ensemble detec-
tors (Lazarevic & Kumar, 2005). These foundational methods have been
instrumental in shaping the progression of this field, offering critical
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concepts that underpin modern innovations.
In recent years, remarkable advances have been made in enhancing

anomaly detection in high-dimensional datasets by applying deep learn-
ing techniques. One such advancement is CARLA (Darban, Webb, Pan,

ggarwal, & Salehi, 2025a) is a end-to-end self-supervised contrastive
representation learning method for time-series anomaly detection. This
esearch demonstrates the significant potential of contrastive represen-
ation learning in advancing the field of time-series anomaly detec-

tion. Darban, Webb, Pan, Aggarwal, and Salehi (2025b) have conducted
a comprehensive categorization of deep models for time series anomaly
etection based on their primary approaches and architectural designs.

These approaches predominantly include prediction-based (Ergen &
Kozat, 2019; Tealab, 2018) and reconstruction-based (Chen et al., 2021;
Goodge, Hooi, Ng, & Ng, 2021) methodologies. The former is based
on the premise of utilizing models to predict future values in a series,
thereby identifying anomalies through deviations from these predic-
tions. The latter, in contrast, focuses on reconstructing the time series
data to pinpoint anomalies by evaluating the reconstruction error.

Prediction-based models are adept at forecasting future points or
ubsequences by examining current or adjacent data points. This ap-
roach predicates the anomaly detection mechanism on the dispar-
ty between predicted and actual values, with significant deviations

flagging potential anomalies (Çavdar, Ebrahimpour, Kakız, & Günay,
2023). These models employ a sliding window technique to predict
subsequent data points, facilitating the identification of anomalies by
ontrasting them against normative data patterns. This methodology’s
trength lies in its ability to model and predict normal behavior,
endering it particularly effective in scenarios where anomalies are
parse.

Among the various architectures, Recurrent Neural Networks (RNN)
and their derivatives, such as LSTM and Gated Recurrent Units (GRU),
ave demonstrated superior performance in capturing temporal de-

pendencies within time series data (Cho et al., 2014). Building on
his foundation, Khanmohammadi and Azmi (2024) proposed the D-
NN-LSTM Autoencoder, a model designed for multi-sensor connec-
ivity in connected and autonomous vehicles. This approach holds
ignificant promise for enhancing smart transportation systems and ad-
ressing security and privacy challenges. Shanmuganathan and Suresh

(2024) introduced the Markov-enhanced I-LSTM approach, which de-
livers unparalleled accuracy in predicting short- and long-term sensor
data. Tang, Xu, Yang, Tang, and Zhao (2023) introduced the GRN, a
method that combines neural graph networks and GRU to enhance the
safety and reliability of industrial control systems. This approach offers
substantial value and potential in anomaly detection. Deng et al. (2024)
ntroduced SCNN, an adaptive, interpretable, and scalable forecasting
ramework that models each component of spatial–temporal patterns
ndependently. SCNN operates based on a predefined MTS generative

process, which mathematically captures the latent structure of spatial–
temporal patterns, providing enhanced traceability and predictability
ompared to the original MTS.

Reconstruction-based models are popular for detecting anomalies
n time series data. These models generally employ GAN to recreate
ime series data, with anomalies being identified based on the recon-
truction error. Specifically, GAN reconstruct test data points or sliding

windows and compares them with the actual values. This comparison
enerates reconstruction errors. When the probability of reconstructing
nomalous points falls below a pre-defined threshold, anomalies are
dentified. GAN have been used to great effect in time series analysis,
ue to their ability to simplify training and sample generation without
elying on Markov chains or unfolded approximate inference networks.
his effectiveness has given rise to numerous GAN-based methods that
ave significantly advanced the field of MTSAD. Bashar and Nayak

(2020) introduced TAnoGan, a Generative Adversarial Network-based
approach for detecting anomalies in time series datasets with limited
data points. Its remarkable performance highlights its efficiency un-
der data scarcity and offers a novel solution for time series anomaly
3 
detection. Wen et al. (2022) presented a convolutional adversarial
odel integrating anomaly detection and explanation framework for

identifying anomalies in multivariate time series data in cloud en-
vironments. Audibert, Michiardi, Guyard, Marti, and Zuluaga (2020)
introduce USAD, an efficient and reliable method for UnSupervised
Anomaly Detection in multivariate time series. Its unique architecture
and utilization of adversarial training enable effective identification
and isolation of anomalies, ensuring efficient training. Li et al. (2019)
introduce MAD-GAN, an unsupervised multivariate anomaly detection
approach harnessing GAN. LSTM-RNN within the GAN framework
capture temporal correlations in time series distributions. MAD-GAN
integrates a novel anomaly score called DR-score for discrimination and
reconstruction-based anomaly detection. Chen et al. (2021) introduce a
robust unsupervised anomaly detection framework that performs well
across diverse datasets. The framework employs two discriminators
to adversarially train an autoencoder, enabling it to learn the nor-
mal pattern of multivariate time series. Anomalies are detected based
on the reconstruction error. Chen et al. (2024) introduce MACE, an
efficient anomaly detection method in the frequency domain for time-
series data, which adapts to multiple normal patterns. The method
ncorporates three novel features: a pattern extraction mechanism, a

dual convolution mechanism, and the exploitation of sparsity and par-
allelism in the frequency domain to enhance model efficiency. MACE
effectively handles diverse normal patterns using a unified model and
achieves excellent performance with high efficiency. Xu, Wu, Wang,
and Long (2022) argue that anomalous time points are unlikely to
form strong associations with the entire time series due to their rarity,
whereas normal time points exhibit the opposite behavior. To address
this issue, AnomalyTrans employs a transformer equipped with an
anomaly attention mechanism, which captures the differential asso-
ciations of time points, thereby improving anomaly detection and
achieving high accuracy. Yang, Zhang, Zhou, Wen, and Sun (2023)
propose an anomaly detection model that normalizes multivariate time
eries and utilizes a dual attention mechanism to capture multiple
erspectives. The model detects anomalies by measuring discrepan-
ies in representations and calculates anomaly scores based on these
ifferences, ensuring accurate detection. Zhou, Dai, Wang, and Qiu

(2024) proposed GLAD, a Gumbel-Softmax-based graph structure learn-
ing strategy that effectively captures global topological associations
to detect anomalies by leveraging differences between global and lo-
cal associations. This approach demonstrates significant potential and
innovation in anomaly detection.

Furthermore, the previously mentioned prediction-based and recon-
struc
tion-based models exhibit limitations in capturing temporal depen-
encies or solely focusing on learning input feature representations
ithout explicitly incorporating feature relationships. The EH-GAM-
GAN model, introduced in this paper, addresses the aforementioned
ssues by employing LSTM to effectively capture temporal dependen-
ies and leveraging the Wasserstein distance with gradient penalty in

the GAN framework to overcome convergence challenges. This novel
approach enhances the model’s ability to detect time series data anoma-
ies. It guarantees a stable and efficient training process, representing
 significant advancement in the field of MTSAD.

2.2. Graph neural networks

The exploration of MTSAD has recently been enriched by the
dvent of GNN, which have emerged as a potent solution to the
imitations inherent in traditional deep learning models. Specifically,
NN excel in capturing the complex inter-feature relationships that
onventional prediction-based and reconstruction-based models often
verlook due to their inability to navigate non-Euclidean spatial fea-
ures effectively (Han & Woo, 2022). Deng and Hooi (2021) propose
 methodology that combines structure learning and GNN. This ap-

proach utilizes attention weights to enhance the explainability of
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Fig. 1. The calculation of attention and the node feature update process. Attention mechanism calculation and node feature update procedure in GNN.
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detected anomalies. The method accurately detects anomalies, captures
sensor correlations effectively, and enables users to deduce the root
ause of anomalies. Wang et al. (2021) proposed the Spatio-Temporal-
ategorical Graph Neural Network (STC-GNN) to address multidimen-
ional dynamic chain effects and enable fine-grained multi-incident
o-prediction. This approach builds upon the insightful perspective

of explicitly exploiting the underlying chainlike triggering mechanism
to address the sparsity of rare incidents in a temporally fine-grained
setting. Han and Woo (2022) propose FuSAGNet, a novel method that
combines reconstruction and forecasting to capture relationships in
multivariate time series. It integrates Sparse Autoencoder and Graph
Neural Network, leveraging sparse latent representations for predicting
future time series behavior. Additionally, recurrent feature embedding
is used to learn graph structures and enhance relationship modeling

ithin the data. Guo, Zhou, Zhao, and Gaaloul (2024) present EGNN,
an efficient method for anomaly detection in IoT multivariate time
series data. The method leverages SGA for correlation exploration
among sensory data from diverse IoT devices through graph structure
learning. the method provides a streamlined and precise solution
for IoT applications, especially for rare anomalies. He et al. (2020)
roposed TopoMAD, a robust stochastic seq2seq model for effectively
odeling spatial and temporal dependencies in contaminated data.
he model incorporates system topology information, sliding windows,
nd neural networks to extract features. Song et al. (2023) present

Correlative-GNN, which incorporates Multi-Head Self-Attention and
n Auto-Regression Ensemble Method for analyzing multivariate time
eries data in real-world operational clouds. The aforementioned stud-
es have significantly advanced the domain of anomaly detection in
igh-dimensional time series.

GNN represent a paradigm shift in the handling of the structural
ntricacies of multivariate time series data. They offer two primary ad-
antages that set them apart from traditional deep learning approaches.

• Enhanced Structural Representation: Traditional learning mod-
els typically perceive each time series as an isolated vector,
failing to recognize the intricate structural relationships that exist
between them. Graph Convolutional Networks (GCN) (Kipf &
Welling, 2017) address this oversight by implementing convolu-
tion operations within a non-Euclidean framework. This approach
allows for the integration of structural information by leveraging
the connections (edges) between nodes (time series), thereby
enriching the model’s understanding of the data. Despite their
considerable advancements, GCN continue to face challenges in
accommodating asymmetric relationships and the varying signifi-
cance of nodes within the graph. Graph Attention Networks (GAT)
surmount these obstacles by introducing an attention mechanism
that dynamically assesses node importance and adeptly manages
asymmetric relationships. This innovation serves to reinforce the
network’s representational capabilities, while also facilitating its

generalization across a range of disparate datasets.

4 
• Dynamic Feature Update and Propagation: The core of graph
learning networks lies in their ability to update and propagate in-
ternal features based on the graph’s structure. The attention-based
update method represents a significant leap forward, enabling a
deeper exploration of structural data information. In the context
of time series prediction, where each time series at a given times-
tamp is treated as a node feature, the graph structure dictates
the mapping and propagation of these features. For instance, in
this paper, a multivariate time series at timestamp 𝑡 is denoted as
𝑥 = [𝑥(1)𝑡 , 𝑥(2)𝑡 ,… , 𝑥(𝑀)

𝑡 ], with 𝑀 representing the number of nodes.
The physical topology matrix, 𝐴𝑀×𝑀 , encodes the connectivity
between nodes, where 𝐴𝑖𝑗 = 1 signifies a connection between
nodes 𝑖 and 𝑗, and 𝐴𝑖𝑗 = 0 indicates no connection. The feature
update process involves the transformation and aggregation of
each node’s features, with the attention calculation and node
feature update process illustrated in Fig. 1.

While GAT has demonstrated their efficacy in accurately detecting
anomalies across various real-world datasets, challenges remain, partic-
larly in cloud computing networks where time dependency is critical
or sensor embedding. The proposed EH-GAM-EGAN model seeks to

bridge this gap by integrating GAT, thereby enhancing the model’s
ability to consider time dependencies and improve anomaly detection
performance.

3. Problem formalization

This section represents the framework and foundational concepts
nderpinning the MTSAD task. This task is pivotal in numerous appli-
ations, ranging from industrial monitoring to financial fraud detection,
here identifying aberrant patterns promptly can prevent potential

osses or hazards. The notations and symbols utilized throughout this
iscourse are concisely cataloged in Table 1, which serves as a reference

to aid in the comprehension of the ensuing discussion.
At the heart of MTSAD lies the challenge of processing and ana-

lyzing sequences of data points collected over time, each comprising
multiple variables or features. Formally, we define a multivariate time
series as 𝐱 = [𝐱1, 𝐱2,… , 𝐱𝑇 ] = 𝐱1∶𝑇 , where each 𝐱𝑡 ∈ R𝑀 represents the
state of the system at time 𝑡, encapsulated by 𝑀 distinct features. These
features could, for instance, correspond to readings from a set of sensors
in a manufacturing plant, financial indicators in stock market analysis,
or any other multidimensional data collected sequentially over time.

To facilitate the training of anomaly detection models, the continu-
ous time series 𝐱1∶𝑇 is segmented into 𝑁 subsequences, each of length

, resulting in a training dataset 𝑋 ∈ R𝑁×𝑆 . Each subsequence, denoted
as 𝐱𝑘,1∶𝑆 for 1 ≤ 𝑘 ≤ 𝑁 , represents a window of 𝑆 consecutive time
points. This segmentation approach allows for the extraction of tem-
poral patterns within each window, which are crucial for identifying
nomalies.

In addition to the real data, our methodology incorporates synthetic
data, represented by 𝐳 = [𝐳1, 𝐳2,… , 𝐳𝑇 ], to simulate the presence of
noise or non-anomalous deviations in the data. The elements of 𝐳
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Table 1
Notation description.

Notation Description

𝑀 Number of sensory devices/nodes.
𝑁 Number of multivariate time series segments after segmentation.
𝑆 Length of each multivariate time series segment after segmentation.
𝑋 Training set of multivariate time series.
𝑥𝑘,1∶𝑆 Denoting the 𝑘th segment of time series in 𝑋.
�̂� The output of MTSAD
𝑃𝑅 Real data distribution.
𝑃𝐺 Generated data distribution.

are drawn from a standard normal distribution, 𝑧 ∼ 𝑃𝑧 =  (0, 1),
reflecting the assumption that normal operational data can exhibit
random fluctuations that are not indicative of true anomalies.

The ultimate goal of MTSAD is to produce a predictive model
apable of generating a binary output vector �̂� ∈ R𝑇 , where each
lement �̂�(𝑡) ∈ {0, 1} signifies the model’s assessment of whether
he corresponding time point 𝑡 is anomalous. Specifically, a value of
̂(𝑡) = 1 flags the time point 𝑡 as anomalous, thereby enabling timely
ntervention or further investigation.

4. Methodology

4.1. Overview of proposed model

The following section elucidates the architecture and operational
ynamics of our novel anomaly detection framework, referred to as EH-
AM-EGAN. This framework is a confluence of prediction-based and

econstruction-based paradigms meticulously designed to elevate the
fficacy of MTSAD. The EH-GAM-EGAN model comprises four essential
odules, each playing a distinct role in the overall detection process.
he synergy among these modules facilitates a comprehensive and
uanced approach to identifying anomalies. Below, we expound on the
unctionalities and interconnections of these modules.

• Graph Attention-Based Temporal Prediction Module. This
module is central to our approach, utilizing Graph Neural Net-
works engineered to capture complex dependencies within the
dataset. We deploy two layers of GNN to strike a balance between
model depth and the risk of feature over-smoothing, which can
obscure the distinctiveness of the features. To mitigate this risk,
we incorporate attention mechanisms that refine the model’s
capability to extract nuanced features. This is critical for main-
taining the integrity of temporal relationships and the dynamics
of features across the time series.

• LSTM-Based Temporal Prediction Module. Working in con-
junction with the Graph Attention-Based Module, this module
consists of two LSTM layers followed by a linear layer, designed
to effectively capture and model sequential patterns inherent in
time series data. The dual training approach, integrating both
the graph-based and LSTM-based models with the generative and
discriminative components of the framework, ensures a compre-
hensive learning process attuned to both spatial and temporal
characteristics of the data.

• Enhanced Generative Adversarial Networks. The generative
adversarial component of our framework is depicted in the ref-
erenced architecture Fig. 2. It includes a generative module with
three linear layers and a discriminative module also comprising
three linear layers. Uniquely, the discriminator begins with a
one-dimensional convolutional layer to extract complex features
at a granular level from the time series data. During anomaly
detection testing, the discriminator’s error analysis is used to com-
pute anomaly scores. Conventional GAN employing JS divergence
might result in weight clipping that pushes weights towards the

Gulrajani, Ahmed, Arjovsky,
boundaries of the clipping range ( 𝛼

5 
Dumoulin, & Courville, 2017). We employ the Wasserstein dis-
tance with a gradient penalty (WGAN-GP) to overcome typical
GAN issues like unstable training dynamics and mode collapse,
ensuring stable model convergence and enhanced performance in
anomaly detection tasks.

• Anomaly Scoring. The final phase of our model’s operation in-
volves calculating the anomaly detection score, which integrates
scores from various model components: the reconstruction score
produced by the generative module, the discrimination score gen-
erated by the discriminator, and the prediction scores obtained
from the two prediction modules. This integrative scoring system
maximizes the detection process’s effectiveness, significantly min-
imizing false positives and enhancing the accuracy of anomaly
detection.

The strategic amalgamation of advanced graph attention mecha-
nisms, LSTM-based temporal modeling, and robust generative adver-
sarial networks within the EH-GAM-EGAN framework enables superior
performance in MTSAD. This methodology can ensure a nuanced and
thorough approach to anomaly detection, setting a new standard in the
ield. We will provide more information about the design specifics of
he four modules.

4.2. Graph attention-based temporal prediction module

The capacity to comprehend and interpret the intricate inter-depen
dencies among various data points is essential for effective anomaly
detection in multivariate time series data. To enhance the detection,
we have integrated a graph attention-based feature extractor into our
framework. This module primarily utilizes GAT to highlight the sig-
nificance and influence of individual nodes based on the structural
context of the data. GAT apply attention mechanisms to calculate the

eights of edges connecting nodes, thereby identifying key contributors
to the overall structure and prediction outcomes. As illustrated in Fig. 3,
our GAT architecture processes data through multiple layers, each
refining the abstraction of features extracted from the previous one.
This sequential processing progressively boosts the model’s capability
to discern and synthesize complex patterns and dependencies.

In the context of time series analysis, the continuous time series 𝐱1∶𝑇
is divided into 𝑁 subsequences, each of length 𝑆, to form a training
dataset 𝑋 ∈ R𝑁×𝑆 . Each subsequence, denoted as 𝐱𝑘,1∶𝑆 for 1 ≤ 𝑘 ≤ 𝑁 ,
onstitutes a window of 𝑆 consecutive time points. For instance, within
ubsequence 𝑘, the input to our model at a specific time 𝑡 is defined by
 sliding window of size 𝑤𝑖𝑛, which captures a segment of the historical
ata. This is represented mathematically as:

𝐡𝑘,𝑡 =
[

𝐱𝑘,𝑡−𝑤𝑖𝑛 , 𝐱𝑘,𝑡−𝑤𝑖𝑛+1,… , 𝐱𝑘,𝑡−1
]

(1)

Here, 𝐡𝑘,𝑡 ∈ R𝑀×𝑤𝑖𝑛 serves as the input matrix for the sliding window
t time 𝑡, encapsulating the temporal dynamics of the multivariate time
eries. The multivariate time series point at time 𝑡 is represented by
𝑘,𝑡 = [𝑥(1)𝑘,𝑡 , 𝑥

(2)
𝑘,𝑡 ,… , 𝑥(𝑀)

𝑘,𝑡 ], which denotes the values at 𝑀 nodes. The

hysical topology matrix 𝐴𝑀×𝑀 indicates the connectivity between
odes 𝑖 and 𝑗, with 𝐴𝑖𝑗 = 1 indicating a connection and 𝐴𝑖𝑗 = 0
ignifying the lack thereof. This research models the physical topology
s a strongly connected graph.

To compute the combined representation 𝐳(𝑖) of node 𝑖 at time 𝑡, we
employ the following formula:

𝐳(𝑖)𝑘,𝑡 = ReLU
(

𝛼𝑖,𝑖𝐖𝐡(𝑖)𝑘,𝑡 +
∑

𝑗∈ (𝑖)
𝛼𝑖,𝑗𝐖𝐡(𝑗)𝑘,𝑡

)

(2)

in this equation, 𝐡(𝑖)𝑘,𝑡 ∈ R𝑤𝑖𝑛 represents the input feature of node 𝑖,
nd  (𝑖) = {𝑗|𝐴𝑗 𝑖 > 0} denotes the set of adjacent nodes to node 𝑖.
he matrix 𝐖 ∈ R𝑀×𝑤𝑖𝑛 is a trainable weight matrix that applies a

inear transformation to each node’s features. The attention coefficients

𝑖,𝑗 , which quantify the importance of node 𝑗’s features to node 𝑖, are
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Fig. 2. The architecture of EH-GAM-EGAN for MTSAD.
Fig. 3. Graph attention-based feature extractor.

computed as follows:

𝜋(𝑖, 𝑗) = LeakyReLU
(

𝐚⊤
(

𝑊 𝐡(𝑖)𝑘,𝑡 ⊕ 𝑊 𝐡(𝑗)𝑘,𝑡
))

(3)

exp (𝜋(𝑖, 𝑗))

𝛼𝑖,𝑗 = ∑

𝑘∈ (𝑖)∪{𝑖} exp (𝜋(𝑖, 𝑘))
(4)

6 
here, 𝐚 is a vector of learned coefficients that facilitate the computation
of attention scores, and ⊕ denotes the concatenation operation. The
LeakyReLU function introduces non-linearity in the computation of
attention scores, while the softmax function ensures that the attention
coefficients across all nodes sum up to 1, thus normalizing the influence
of each node.

Following the extraction of node representations through the graph
attention-based feature extractor, we obtain a comprehensive set of
features

{

𝐳(1)𝑘,𝑡 , 𝐳
(2)
𝑘,𝑡 ,… , 𝐳(𝑀)

𝑘,𝑡

}

for all nodes within the time series data.

These features are then utilized to predict the future state of the time
series, denoted as �̂�𝑘,𝑡 =

{

𝐳(1)𝑘,𝑡 , 𝐳
(2)
𝑘,𝑡 ,… , 𝐳(𝑀)

𝑘,𝑡

}

. This predicted output

�̂�𝑘,𝑡 is a synthesis of the learned representations, aiming to closely
approximate the actual observed data 𝐱𝑘,𝑡 at time 𝑡.

To quantify the accuracy of our predictions and inform the opti-
mization of our model, we employ the mean squared error (MSE) as
the objective function. The MSE is a widely recognized measure for
evaluating regression model performance, offering a straightforward
measure of the difference between predicted and actual values, denoted
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Fig. 4. JS divergence is always log2 if two distributions do not overlap.
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as 𝐿𝑃 𝑆 , is articulated as follows:

𝐿𝑃 𝑆 = 1
𝑁

𝑁
∑

𝑘=1
∥ 𝐱𝑘,𝑡 − �̂�𝑘,𝑡 ∥2 (5)

where 𝑁 denotes the total count of samples in the dataset, and ∥ ⋅ ∥2

enotes the squared Euclidean norm, which calculates the sum of the
squared differences between the predicted and observed values across
all dimensions of the time series data. The objective function 𝐿𝑃 𝑆
hus encapsulates the average squared discrepancy across all samples,
ffering a thorough assessment of the model’s predictive accuracy.

4.3. LSTM-based temporal prediction module

This section introduces an LSTM-Based Temporal Prediction Mod-
ule, a sophisticated component designed to process multivariate time
series data and generate precise future predictions. This module is
structured around two LSTM layers followed by a linear fully connected
layer, catering to the intricate dynamics of time series data. The choice
of LSTM networks is motivated by their proven efficacy in capturing
long-term dependencies and patterns within sequential data, making
them ideally suited for time series forecasting.

Given an input time series 𝐱𝑘,1∶𝑆 , 𝑘 = 1,… , 𝑁 , where 𝑆 denotes the
sequence length and 𝑁 the number of samples, our prediction model,
denoted as PT(⋅; 𝜂), is parameterized by 𝜂. The model is tasked with
orecasting a target window of length 𝑤𝑜𝑢𝑡, based on an input window
f length 𝑤𝑖𝑛. In other words, we have 𝑃 𝑇 (𝐱𝑘,1∶𝑡0 ; 𝜂) = x̂𝑘,𝑡0+1∶𝑡0+𝑤𝑜𝑢𝑡 .

Specifically, the model aims to predict the values for the time steps
[𝑡0 + 1, 𝑡0 + 𝑤𝑜𝑢𝑡] utilizing the historical data 𝐱𝑘,1∶𝑡0 , where 𝑡0 + 𝑤𝑜𝑢𝑡 =
𝑆. This predictive task delineates two distinct temporal ranges: the
conditional range

[

1, 𝑡0
]

, which provides the historical context, and
the target range

[

𝑡0 + 1, 𝑆], which specifies the future time steps to be
forecasted.

To evaluate the performance of the LSTM-Based Temporal Predic-
tion Module and guide its training, we also employ the MSE loss as the
objective function. It quantifies the discrepancy between the predicted
values �̂�𝑘,𝑡0+1∶𝑆 and the actual observed values 𝐱𝑘,𝑡0+1∶𝑆 over the target
ange. The objective function for the prediction module, 𝐿𝑃 𝑇 , is defined

as follows:

𝐿𝑃 𝑇 = 1
𝑁

𝑁
∑

𝑘=1
∥ 𝐱𝑘,𝑡0+1∶𝑆 − �̂�𝑘,𝑡0+1∶𝑆 ∥2 (6)

this module represents a cornerstone of our anomaly detection frame-
ork, leveraging the strengths of LSTM networks to provide reliable
nd accurate forecasts.

4.4. Enhanced generative adversarial networks

4.4.1. Generative adversarial networks
GAN represents a groundbreaking framework in machine learning,

particularly in generative modeling. The GAN architecture is predicated
on an adversarial process, wherein two distinct models are trained
concurrently: a Generator 𝐺 and a Discriminator 𝐷. The Generator
 v

7 
𝐺 endeavors to learn the underlying data distribution of the train-
ing dataset, while the Discriminator 𝐷 aims to discern whether a
given instance is drawn from the actual training data or produced
by the generative model. This adversarial dynamic fosters a com-
petitive environment, compelling the generative model to produce
increasingly realistic data, with the ultimate goal of deceiving the
discriminative model into misclassification. The essence of the GAN
framework is encapsulated in a mini-max game between the genera-
tive and discriminative models, governed by the following objective
function:

min
𝐺

max
𝐷

𝑉 (𝐷 , 𝐺) = E𝑥∼𝑃𝑅 [log𝐷(𝑥)] + E�̃�∼𝑃𝐺 [log(1 −𝐷(�̃�))] (7)

where, 𝑃𝑅 represents the distribution of real data, and 𝑃𝐺 denotes
the distribution of data generated by the model, where �̃� = 𝐺(𝑧) and
𝑧 ∼ 𝑝(𝑧) is a latent variable sampled from a predefined distribution
e.g., uniform or normal distribution). min𝐺 indicates the objective that
s to minimize the function with respect to the Generator 𝐺, and max𝐷
ndicates the objective that is to maximize the function concerning the
iscriminator 𝐷. 𝑉 (𝐷 , 𝐺) is the value function between the Discrim-

nator 𝐷 and the Generator 𝐺. E𝑥∼𝑃𝑅 [log𝐷(𝑥)] is the expected log of
he Discriminator output 𝐷(𝑥) when 𝑥 is sampled from the real data
istribution 𝑃𝑅. E�̃�∼𝑃𝐺 [log(1 − 𝐷(�̃�))] is the expected log of 1 minus
he Discriminator output 𝐷(�̃�) when �̃� is sampled from the generated
ata distribution 𝑃𝐺. �̃� = 𝐺(𝑧) means the Generator 𝐺 maps the latent
ariable 𝑧, sampled from a predefined distribution (e.g., uniform or
ormal), to the generated sample �̃�.

The Discriminator 𝐷 is trained to maximize the objective function,
effectively improving its ability to distinguish between real and gener-
ated data. Conversely, the Generator 𝐺 is trained to minimize the same
objective function, striving to produce data that closely mimics the real
data distribution.

A critical challenge in the traditional GAN framework is the reliance
on minimizing the Jensen–Shannon (JS) divergence to approximate
the distance between the real data distribution 𝑃𝑅 and the generated
data distribution 𝑃𝐺. This approach can lead to the issue of gradient
vanishing, particularly when the support of the two distributions does
not overlap, as illustrated in Fig. 4. The JS divergence remains constant
at 𝑙 𝑜𝑔2 in scenarios where there is no overlap between the distributions,
indering the training process and potentially leading to significant
iscrepancies between the real and generated data distributions.

The adversarial training process of GAN, characterized by this mini-
ax game, lays the foundation for a wide array of applications in

enerative modeling. By iteratively refining the capabilities of both the
enerative and discriminative models, GAN facilitate the generation of
ighly realistic data, contributing to advancements in fields of Anomaly
etection.

4.4.2. Wasserstein GAN
The introduction of Wasserstein Generative Adversarial Networks

(WGAN) by Arjovsky et al. marks a significant advancement in address-
ing the challenges of gradient vanishing and mode collapse that are
prevalent in traditional GAN. The WGAN framework modifies the con-
entional GAN architecture by redefining the role of the discriminator
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to estimate the Wasserstein distance between the real data distribution
𝑅 and the generated data distribution 𝑃𝐺. This shift from the tradi-
ional discriminator to a critic that computes the Wasserstein distance
ntroduces a more stable gradient flow, facilitating more effective
raining of the generative model.

The Wasserstein distance, unlike the Kullback–Leibler (KL) diver-
gence or the Jensen–Shannon (JS) divergence, provides a continuous
measure of distance between distributions, even when they are dis-
oint. This property is crucial for the learning process, as it ensures
 smoother and more stable gradient descent, thereby overcoming
he limitations associated with abrupt changes or infinite values in
ivergence measures. The Wasserstein distance’s ability to reflect the
loseness of distributions, regardless of their overlap, is illustrated in

Fig. 5 and further elaborated in Fig. 6, showcasing its superiority in
dversarial training contexts.

The Wasserstein distance is fundamentally based on optimal trans-
port theory, which aims to identify the most efficient method for
transforming one distribution into another. This is represented by a
transport plan matrix 𝜈 ∈ 𝐼×𝐽 , where each element signifies the
mass transferred from the generated data distribution 𝑃𝐺 to the real
data distribution 𝑃𝑅. The intensity of each element in 𝜈 correlates
with the volume of mass relocated, offering a visual representation of
the transport process, as illustrated in Fig. 5. The computation of the

asserstein distance involves identifying the optimal transport plan 𝜈
hat minimizes the total cost of transformation. This is mathematically

expressed as:

𝐵(𝜈) =
∑

𝑥𝑃𝐺 ,𝑥𝑃𝑅

𝜈(𝑥𝑃𝐺 , 𝑥𝑃𝑅 )‖𝑥𝑃𝐺 − 𝑥𝑃𝑅‖ (8)

where 𝐵(𝜈) denotes the average distance or cost associated with a given
transport plan 𝜈. The Wasserstein distance 𝑊 (⋅) is then defined as the
minimum of these costs across all possible transport plans 𝛱 , as shown
in the equation:

𝑊 (𝑃𝐺 , 𝑃𝑅) = min
𝑣∈𝛱

𝐵(𝜐) (9)

here, 𝛱 represents the set of all conceivable joint distributions between
𝐺 and 𝑃𝑅, with 𝑣 ∈ 𝛱 specifying a particular transport plan. This
ormulation underscores the Wasserstein distance’s ability to provide a
ontinuous and robust metric for quantifying the dissimilarity between
𝑃𝐺 and 𝑃𝑅, even in scenarios where the two distributions do not
overlap.

The WGAN framework leverages the Wasserstein distance to rede-
fine the adversarial training process, enhancing stability and mitigating
the risk of mode collapse. The objective function of WGAN is articulated
as follows:

min
𝐺

max
𝐷∈

E𝒙∼𝑃𝑅 [𝐷(𝒙)] − E�̃�∼𝑃𝐺 [𝐷(�̃�)] (10)

here, min𝐺 means the objective that is to minimize the function for
the Generator 𝐺. max𝐷∈ denotes the objective that is to maximize
he function concerning the Discriminator 𝐷, where 𝐷 belongs to the
et  of 1-Lipschitz continuous functions. E𝒙∼𝑃𝑅 [𝐷(𝒙)] is the expected

value of the Discriminator output 𝐷(𝒙) when 𝒙 is sampled from the real
data distribution 𝑃𝑅. Similarly, E�̃�∼𝑃𝐺 [𝐷(�̃�)] is the expected value of the

iscriminator output 𝐷(�̃�) when �̃� is sampled from the generated data
distribution 𝑃𝐺. The key difference from the standard GAN objective
is the use of the Wasserstein distance, which is defined as the max-
imum difference between the expected Discriminator outputs on real
and generated samples. This formulation encourages the Discriminator
to behave as a 1-Lipschitz function, thereby stabilizing the training
process and reducing the risk of mode collapse.

In the development and optimization of WGAN, a critical method-
ological innovation is the enforcement of the Lipschitz constraint on
he discriminator model, denoted as 𝐷. This constraint is pivotal for

the theoretical underpinnings of WGAN, ensuring that the discrimi-
nator function remains 1-Lipschitz continuous. A practical approach

to maintaining this constraint involves clipping the weights of the t
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Fig. 5. Wasserstein distance between two distributions.

discriminator model to a predefined interval, specifically [−𝑐 , 𝑐]. This
echnique, known as weight clipping, serves to limit the magnitude
f weight adjustments during the training process, thereby preserving
he Lipschitz continuity of the discriminator model. However, the
mbiguity of the hyperparameter 𝑐 directly affects the range of weight

clipping, impacting the numerical computations during the model train-
ing process, and potentially leading to unstable training or less than
ideal results.

4.4.3. WGAN-gradient penalty
In the evolution of WGAN, a significant methodological enhance-

ment was introduced with the WGAN-GP model. This advancement
addresses the limitations associated with the weight clipping strategy in
the discriminator model, a method previously employed to enforce the
Lipschitz constraint. The WGAN-GP model innovates by incorporating
a gradient penalty (GP) term into the objective function, which serves
to regulate the gradient norm of the discriminator model, ensuring
it remains proximate to a predefined value, typically 1. This section
elucidates the formulation and implications of the gradient penalty
approach.

The objective function used in WGAN-GP includes a gradient penalty
term, which is designed to mitigate the issues of gradient disappearance
nd parameter divergence that may arise from the weight clipping

strategy. The revised objective function is expressed as follows:

𝐿 = E�̃�∼𝑃𝐺 [𝐷(�̃�)] − E𝒙∼𝑃𝑅 [𝐷(𝐱)] + 𝜆E𝒙∼𝑃𝒙

[

(

‖∇𝒙𝐷(𝒙)‖2 − 1)2
]

(11)

in this formulation, 𝒙 = 𝜖𝒙 + (1 − 𝜖)�̃� represents interpolated samples
between real data 𝒙 and generated data �̃�, with 𝜖 being a random
variable sampled uniformly from the interval [0, 1]. ‖∇𝒙𝐷(𝒙)‖2 is the
2 norm of the gradient of the Discriminator output 𝐷(𝒙) with re-

spect to the interpolated sample 𝒙. The gradient penalty coefficient
𝜆 plays a crucial role in determining the degree of constraint en-
forcement, directly influencing the balance between model flexibility
nd adherence to the Lipschitz condition. The gradient penalty term
E𝒙∼𝑃𝒙

[

(

‖∇𝒙𝐷(𝒙)‖2 − 1)2
]

serves to regularize the Discriminator by

ensuring that its gradient norm is close to 1, thereby enforcing the
ipschitz constraint without the need for weight clipping.

The GP mechanism is predicated on the observation that enforcing a
nit gradient norm constraint across the entire discriminator function
s impractical. Instead, GP introduces a more nuanced approach that
argets specific regions within the data space. This is achieved by
efining the sampling of an interpolated distribution 𝑃�̄�, which is con-
tructed along lines connecting pairs of points. These points are drawn

uniformly from the real data distribution 𝑃𝑅 and the generator model
distribution 𝑃𝐺. Fig. 7 visually encapsulates this concept, illustrating
he strategic sampling process facilitated by the gradient penalty.
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Fig. 6. Wasserstein distance between the generated and the real distributions across adversarial training epochs. Here, 𝑛 represents the epoch count.
Fig. 7. The area of the gradient penalty constraint between 𝑃𝐺 and 𝑃𝑅.

4.5. Synchronous multi-model fusion training for EH-GAM-EGAN

This section examines the methodology employed in simultane-
ous training, with a particular focus on the interaction between the
generator and discriminator models within the context of time series
generation. The generator, denoted as G(⋅; 𝜃), where 𝜃 represents the
model parameters, is tasked with reconstructing time series values
over a specified interval. Given an input time series x𝑘,1∶𝑆 where 𝑘 =
1,… , 𝑁 , the generator is tasked with reconstructing the values for
time steps

[

𝑡0 + 1, 𝑡0 + 𝜏
]

, where 𝑡0 + 𝜏 = 𝑆. This is done based on
the condition of 𝐱𝑘,𝑡0+1∶𝑆 and an added noise vector 𝑧. The number of
time steps, denoted by 𝜏, that the generator is trained to reconstruct
is a critical parameter in this process. The reconstructed time series is
represented as x̂𝑘,𝑡0+1∶𝑆 = 𝐺(𝐱𝑘,𝑡0+1∶𝑆 + 𝐳; 𝜃).

The discriminator, designated as D(⋅;𝜔), where 𝜔 denotes the model
parameters, evaluates the similarity between the output generated by
the model and the actual time series data. The objective function for
the discriminator is formulated as follows:

𝐿𝐷 = 1
𝑁

𝑁
∑

𝑘=1
𝐷(�̂�𝑘,𝑡0+1∶𝑆 ) −

1
𝑁

𝑁
∑

𝑘=1
𝐷(𝐱𝑘,𝑡0+1∶𝑆 )

+ 𝜆 1
𝑁

𝑁
∑

𝑘=1

(

(

‖

‖

‖

∇�̄�𝑘𝐷(�̄�𝑘)
‖

‖

‖2
− 1

)2
)

(12)

in this equation, the mean of the time series at time point 𝑘 is given by:
�̄�𝑘 = 𝜖𝐱𝑘,𝑡0+1∶𝑆 + (1 − 𝜖)�̂�𝑘,𝑡0+1∶𝑆 where 𝜖 is a random variable sampled
uniformly from the interval [0,1]. This formulation incorporates a GP
term to enforce the Lipschitz constraint, ensuring the stability of the
training process. The objective function for the generator model aims
to maximize the discriminator’s error in distinguishing between real
and generated time series data. It is defined as follows:

𝐿𝐺 = − 1
𝑁
∑

𝐷(�̂�𝑘,𝑡0+1∶𝑆 ) (13)

𝑁 𝑘=1

9 
this function motivates the generator to create outputs that are indis-
tinguishable from real-time series data, as determined by the discrimi-
nator.

The synchronous multi-model training of EH-GAM-EGAN, as de-
picted in Algorithm 1, commences with the initialization of the pa-
rameters for LSTM-based temporal and graph attention-based spatial
prediction models, in addition to those for the discriminator and gen-
erator. These models are key components designed to interact and
improve through mutual feedback in a tightly coupled training loop.
Training proceeds iteratively until the generator’s parameters, denoted
as 𝜃0, converge. Each main iteration comprises multiple sub-iterations,
corresponding to the number of discriminator updates per generator
update, set by 𝑛(𝑐 𝑟𝑖𝑡𝑖𝑐). Within each sub-iteration, the following steps
occur: The following steps are then carried out:

• Data Sampling and Prediction (Lines 4–7);
• Loss Computation (Line 8);
• Parameter Updates (Lines 10–13).

Following these discriminator and predictor updates, the generator
is then refined through a similar process. A new batch of generator
outputs is sampled, and the loss 𝐿(𝑖)

𝐺 is computed for the generator.
This facilitates the update of the generator’s parameters via the Adam
optimizer. The Adam optimizer utilizes not only the loss derived from
the generator’s output but also gradients from the discriminator’s recent
updates. This ensures that the generator’s parameters are updated in a
way that maintains adversarial learning.

This training protocol ensures that all components (the temporal
and spatial predictors, the discriminator, and the generator) are not
only updated independently based on their specific loss functions but
also influenced by the ongoing learning in other parts of the model.
This synchronous update mechanism helps to harmonize the learning
across different model components, thereby potentially leading to a
more robust and generalized model performance. The application of
the Adam optimizer, as detailed in the training steps, employs gradient
penalties to regulate the training dynamics. This addresses the impact
of rapidly changing loss landscapes and ensures stable convergence.

The time complexity of the Synchronous Multi-Model Training algo-
rithm can be decomposed into several components, each corresponding
to a specific operation within the training loop. The primary operations
include sampling data, computing losses, and updating model parame-
ters. The analysis assumes that the time complexity of each operation is
primarily influenced by the batch size 𝑚, the number of discriminator
iterations per generator iteration 𝑛𝑐 𝑟𝑖𝑡𝑖𝑐 , and the inherent complexity of
the models involved.

• Sampling Operations: The algorithm conducts a series of sam-
pling operations during each iteration. These operations involve
sampling real data and corresponding latent variables, generating
outputs from the graph attention-based spatial predictor and the
LSTM-based temporal predictor, and creating synthetic data using
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Algorithm 1 Synchronous Multi-Model Training of EH-GAM-EGAN.
Require: Gradient penalty coefficient 𝜆, number of discriminator iter-

ations per generator iteration 𝑛𝑐 𝑟𝑖𝑡𝑖𝑐 , batch size 𝑚, Adam optimizer
hyperparameters 𝜙1,𝜙2,𝜓1, and 𝜓2.

Require: Initial parameters for graph attention-based temporal predic-
tor 𝑎0, 𝑊0, initial parameters for LSTM-based temporal predictor
𝜂0, initial parameters for discriminator 𝜔0, initial parameters for
generator 𝜃0.

1: while 𝜃0 has not converged do
2: for 𝑡 = 1,… , 𝑛𝑐 𝑟𝑖𝑡𝑖𝑐 do
3: for 𝑖 = 1,… , 𝑚 do
4: Sample real data and corresponding latent variable;
5: Obtain prediction output 𝑃 𝑆(𝐱𝑘,1∶𝑡0 ) from the graph

attention-based temporal predictor;
6: Obtain prediction output 𝑃 𝑇 (𝐱𝑘,1∶𝑡0 ) from the LSTM-

based temporal predictor;
7: Generate synthetic data 𝐺(𝐱𝑘,𝑡0+1∶𝑆 + 𝐳) using the

generator;
8: Compute losses 𝐿(𝑖)

PT for temporal predictions (Eq. (5)),
𝐿(𝑖)

PS for spatial predictions (Eq. (6)), and 𝐿(𝑖)
𝐷 for discrimination (Eq.

(12)).
9: end for

10: Update spatial predictor parameter 𝑎 ←

Adam
(

∇𝑎
1
𝑚
∑𝑚
𝑖=1 𝐿

(𝑖)
𝑃 𝑆 , 𝑎, 𝜙1

)

;
1: Update spatial predictor parameter 𝑊 ←

Adam
(

∇𝑊
1
𝑚
∑𝑚
𝑖=1 𝐿

(𝑖)
𝑃 𝑆 , 𝑊 , 𝜙1

)

;
2: Update temporal predictor parameter 𝜂 ←

Adam
(

∇𝜂
1
𝑚
∑𝑚
𝑖=1 𝐿

(𝑖)
𝑃 𝑇 , 𝜂 , 𝜙2

)

;
3: Update discriminator parameter 𝜔 ←

Adam
(

∇𝜔
1
𝑚
∑𝑚
𝑖=1 𝐿

(𝑖)
𝐷 , 𝜔, 𝜙1, 𝜙2, 𝜓1, 𝜓2

)

;
14: end for
15: Sample a new batch of generator output;
16: Compute generator loss 𝐿(𝑖)

𝐺 (Eq. (13)) ;
17: Update generator parameter 𝜃 ←

Adam
(

∇𝜃
1
𝑚
∑𝑚
𝑖=1 𝐿

(𝑖)
𝐺 , 𝜃 , 𝜙1, 𝜙2, 𝜓1, 𝜓2, 𝜔,

)

18: return 𝜂,𝑎,𝑊 ,𝜔,𝜃
19: end while

the generator. The time complexity associated with these opera-
tions is generally linear with respect to the batch size 𝑚, which is
denoted as (𝑚). However, the complexity may vary depending
on the specific implementation and the efficiency of the sampling
procedures.

• Loss Computation: The computation of losses for temporal pre-
dictions (𝐿(𝑖)

PT), spatial predictions (𝐿(𝑖)
PS), and discrimination (𝐿(𝑖)

𝐷 )
represents a critical step within each iteration. The complexity of
loss computation is influenced by the batch size 𝑚 and the compu-
tational complexity of the models’ forward passes. Assuming that
the forward pass of each model has a complexity of (𝑓 ), where
𝑓 represents the operations involved in the forward computation,
the total complexity for loss computation across all samples in the
batch is (𝑚 ⋅ 𝑓 ).

• Parameter Updates: The parameters of the temporal predictor,
spatial predictor, and discriminator are updated using the Adam
optimizer, which has a linear complexity with respect to the
number of parameters being updated. If 𝑝 represents the total
number of parameters across all models, the complexity of the
parameter update step is (𝑝). It is important to note that this
step is repeated 𝑛𝑐 𝑟𝑖𝑡𝑖𝑐 times for the discriminator updates within
each generator iteration.

The overall time complexity of the Synchronous Multi-Model Training
algorithm per generator iteration can be approximated as follows:
 s
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𝑂(𝑛𝑐 𝑟𝑖𝑡𝑖𝑐 ⋅ 𝑚 ⋅ 𝑓 + 𝑛𝑐 𝑟𝑖𝑡𝑖𝑐 ⋅ 𝑝 + 𝑚 ⋅ 𝑓 + 𝑝) This expression accounts for the
iscriminator updates, loss computations, and parameter updates for all

models involved in the training process.

4.6. Anomaly scoring

This section outlines the methodology employed for anomaly scor-
ing, a crucial phase in which the model assesses test set data to
ascertain anomaly scores. The approach is inspired by the framework
introduced in MADGAN (Li et al., 2019), which integrates multiple er-
ror dimensions to formulate a comprehensive anomaly score (𝐴𝐷scor e).

he score incorporates the reconstruction error (𝐺scor e), the discrim-
ination error (𝐷score), and the prediction errors from both the graph
attention-based temporal prediction module (𝑃 𝑆scor e) and the LSTM-
based temporal prediction module (𝑃 𝑇scor e). The formulation of these
scores is of paramount importance for distinguishing normal instances
from anomalies within the dataset.

The anomaly scoring mechanism is based on the aggregation of
errors from various modules, each of which contributes a unique per-
spective on the data’s normalcy or deviation therefrom. The scores are
computed as follows:

• The 𝑃 𝑆scor e is derived by evaluating the squared Euclidean dis-
tance between the actual time series data 𝐱𝑘,𝑡0+1∶𝑆 and the pre-
dictions made by the graph attention-based temporal prediction
module 𝑃 𝑆(𝐱𝑘,1∶𝑡0 ), summed across all instances 𝑁 :

𝑃 𝑆scor e =
𝑁
∑

𝑘=1
∥ 𝐱𝑘,𝑡0+1∶𝑆 − 𝑃 𝑆(𝐱𝑘,1∶𝑡0 ) ∥2 (14)

• Similarly, the 𝑃 𝑇scor e quantifies the prediction error from the
LSTM-based temporal prediction module, employing the same
squared Euclidean distance metric:

𝑃 𝑇scor e =
𝑁
∑

𝑘=1
∥ 𝐱𝑘,𝑡0+1∶𝑆 − 𝑃 𝑇 (𝐱𝑘,1∶𝑡0 ) ∥2 (15)

• The 𝐺scor e reflects the reconstruction error, measuring the dis-
crepancy between the original time series data and the recon-
structed data generated by the generator module 𝐺, again using
the squared Euclidean distance:

𝐺scor e =
𝑁
∑

𝑘=1
∥ 𝐱𝑘,𝑡0+1∶𝑆 − 𝐺(𝐱𝑘,𝑡0+1∶𝑆 + 𝐳) ∥2 (16)

• The 𝐷score captures the discrimination error, calculated as the
sum of the deviations of the discriminator module’s outputs from
unity, across all instances:

𝐷score =
𝑁
∑

𝑘=1

(

1 −𝐷
(

𝐺(𝐱𝑘,𝑡0+1∶𝑆 + 𝐳)
))

(17)

The composite anomaly score, 𝐴𝐷scor e, is then formulated by lin-
early combining these individual scores, weighted by coefficients 𝛼, 𝛽,
𝛾, and 𝛿:

𝐴𝐷scor e = 𝛼 𝑃 𝑆scor e + 𝛽 𝑃 𝑇scor e + 𝛾 𝐺scor e + 𝛿 𝐷scor e (18)

where the sum of the weights equals one (𝛼 + 𝛽 + 𝛾 + 𝛿 = 1). These
weights can be adjusted based on empirical evidence, allowing for the
fine-tuning of the model’s sensitivity to different types of errors.

The anomaly detection phase employs the 𝐴𝐷scor e to identify out-
iers within the dataset. This is achieved by establishing a threshold,
eyond which a data point is considered anomalous. The determina-
ion of this threshold is flexible, accommodating various statistical or
achine learning-based approaches to best suit the dataset’s character-

stics. Once a data point’s 𝐴𝐷scor e exceeds this threshold, it is flagged as
n outlier, signaling a deviation from the expected pattern of the time
eries.
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Table 2
Statistical overview of the experimental datasets.

Dataset Train Test Dimensions Anomaly rate (%)

SMD 708,405 708,420 38 4
PSM 132,481 26,497 25 28
MSL 58,317 73,729 55 11
SMAP 135,183 427,617 25 13

5. Experiments

In this section, we will begin with a detailed description of the
experimental datasets and performance metrics utilized in this study.
ollowing this, we will conduct several experiments to illustrate the
ffectiveness of our proposed model.

5.1. Datasets

To ensure a thorough and precise evaluation of the model’s capabil-
ties, we engaged four distinct datasets, each derived from operational

Internet of Things (IoT) systems in the real world. These datasets, which
were carefully selected for their relevance and complexity, encompass
a range of domains, including server systems and aerospace systems.
These domains present unique challenges and demands for precise
anomaly detection, making them ideal test cases for the model under
investigation. The datasets employed are detailed in Table 2, offering a
omprehensive view of their statistical properties and domain-specific
haracteristics.

• SMD (Server Machine Dataset) (Su et al., 2019) is a dataset
originating from 28 active servers in a cloud platform that en-
compasses real-time server metrics. Anomalies within this test set
are meticulously labeled by domain experts using event reports
in order to ensure both accuracy and relevance.

• PSM (Pooled Server Metrics) (Abdulaal, Liu, & Lancewicki,
2021) is a comprehensive aggregation of 26-dimensional sensory
data pertaining to numerous application server nodes operated by
the online auction and shopping marketplace eBay. The dataset
encapsulates a vast array of diverse server metrics, reflecting the
multifaceted nature of effective server system monitoring.

• MSL (Mars Science Laboratory ROVER) (Hundman, Constanti-
nou, Laporte, Colwell, & Soderstrom, 2018) is a dataset furnished
by NASA. It contains 55-dimensional telemetry data, which in-
cludes anomaly data identified through Incident Surprise
Anomaly (ISA) reports. This data offers insights into challenges
faced by spacecraft monitoring systems.

• SMAP (Soil Moisture Active Passive satellite) dataset (Hundman
et al., 2018) comprises 25-dimensional telemetry data. Similar
to MSL, It includes anomalous data derived from ISA reports,
reflecting the intricacies of satellite monitoring systems.

A subset of data points was selected from each dataset’s training and
est sets to facilitate the experiments. In particular, 50,000 data points

were chosen from SMD, while 20,000 data points were extracted from
he training and test sets of PSM, MSL, and SMAP. The selection process
as guided by maintaining a balance between comprehensiveness and
anageability, ensuring a thorough evaluation of the EH-GAM-EGAN
odel across various scenarios.

The statistical details of the datasets reveal significant diversity
n terms of dimensionality and anomaly rates. For instance, the SMD
ataset, with its 38 dimensions and a relatively low anomaly rate of
%, presents a different set of challenges compared to the PSM dataset,
hich has a 28% anomaly rate within its 25 dimensions. Similarly, the
SL and SMAP datasets, with their high dimensionality and moderate

nomaly rates, offer unique insights into the performance of anomaly
etection models in complex aerospace systems.
11 
5.2. Evaluation metrics

Anomaly detection faces the challenge of class imbalance, where
the number of normal instances significantly exceeds that of anomalies.
This imbalance necessitates the use of evaluation metrics that can accu-
rately reflect the performance of anomaly detection methods, especially
when distinguishing relatively rare anomalous instances. To address
this, we utilize a set of standard evaluation metrics: precision (Pre),
ecall (Rec), and the F1 score (F1). These metrics were selected for

their effectiveness in offering a balanced assessment of a model’s per-
ormance, particularly in scenarios characterized by class imbalances.
he formulas for each of these metrics can be found below.

Pre = TP
TP + FP (19)

Rec = TP
TP + FN (20)

F1 = 2 × Pre × Rec
Pre + Rec (21)

in these equations, TP (True Positives) represents the number of anoma-
ies accurately identified by the model, FP (False Positives) refers
o the number of normal instances incorrectly labeled as anomalies,
nd FN (False Negatives) indicates the number of anomalies that the
odel failed to detect. While not directly involved in the calculations

bove, 𝑇 𝑁 (True Negatives) indicates the number of normal instances
orrectly identified, offering a complete perspective on the model’s
erformance across all potential outcomes.

To further refine our evaluation, we calculate the F1 score based
on a selected threshold. This threshold determines the sensitivity of
the model to anomalies, balancing the trade-off between precision
and recall. Our objective is to identify the optimal F1 score (F1-best)
hat the model can achieve, which involves exploring all possible
nomaly thresholds. This exhaustive search ensures that we pinpoint
he threshold that maximizes the model’s effectiveness in anomaly
etection.

Moreover, our evaluation considers temporal data, where anomalies
ay occur within specific time windows. Identifying and reporting any

ubset of these anomalous segments is deemed acceptable. To measure
performance under this framework, previous work proposed the point-
djust method (Xu et al., 2018). This method considers a ground truth
nomaly segment as correctly detected if any observation within it is
lassified as anomalous. Detection results for data outside the anomaly
egments remain unchanged. In this study, we use the point-adjust
ethod to assess the performance of our model.

5.3. Baselines

This study presents the EH-GAM-EGAN model. In order to evaluate
its effectiveness, EH-GAM-EGAN has been benchmarked against a range
of leading anomaly detection techniques. The baseline methods selected
for comparison are as follows:

• LOF (Breunig et al., 2000) is an effective method for identifying
outliers by evaluating the local density deviation of a given
data point relative to its neighbors. This approach assigns an
outlier score to each point, indicating its level of isolation from
surrounding data points.

• Isolation Forest (Liu, Ting, & Zhou, 2008) is an algorithm that
identifies anomalies by isolating them from normal data points. It
employs a forest of random trees to partition the data, assuming
that anomalies are easier to isolate than normal points.

• OmniAnomaly (Su et al., 2019) is a stochastic recurrent neural
network developed for effective anomaly detection in multivari-
ate time series. This model learns the typical patterns of the time
series data and flags deviations as anomalies.
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• MADGAN (Li et al., 2019) excels in detecting anomalies by
considering inter-dimensional relationships, resulting in superior
performance on complex, real-world datasets. To ensure con-
sistency with our experimental setup, we modify MADGAN by
replacing its RNN layer with a MLP.

• USAD (Audibert et al., 2020) is an anomaly detection framework
for multivariate time series that leverages adversarial training
of an encoder–decoder architecture. This method improves the
model’s capacity to highlight reconstruction errors associated
with anomalous inputs, striking a balance between detection
performance and computational efficiency.

• MTAD-GAT (Zhao et al., 2020) employs two GAT modules to cap-
ture spatial and temporal dependencies in MTS. Additionally, it
combines prediction- and reconstruction-based models to predict
and reconstruct the data, and computes anomaly scores based on
the reconstruction and prediction errors.

• GDN (Deng & Hooi, 2021) utilizes graph structure learning and
attention mechanisms to effectively identify anomalies in high-
dimensional sensor data by detecting deviations from typical
behavior patterns.

• Anomaly Transformer (Xu et al., 2022) employs a transformer
with an anomaly attention mechanism to capture the differen-
tial associations between time points in the time series, thereby
enabling anomaly detection and achieving high accuracy.

• Dcdetector (Yang et al., 2023) is an anomaly detection model
that normalizes multivariate time series and employs a dual at-
tention mechanism to capture multiple perspectives. It detects
anomalies by measuring representation discrepancies and calcu-
lates anomaly scores based on these differences, ensuring accurate
detection.

• ImDiffusion (Chen et al., 2023) combines time series imputa-
tion with diffusion models, enhancing accuracy and robustness
by effectively capturing temporal dependencies and leveraging
denoised outputs to improve anomaly prediction.

• WPS (Qi et al., 2023) is an unsupervised deep learning model for
MTSAD. It combines Wasserstein-GAN with gradient penalty and
an effective scoring mechanism to address challenges related to
insufficient labeling and complex temporal correlations.

• CARLA (Darban et al., 2025a) leverages existing generic knowl-
edge regarding diverse types of time series anomalies in the pre-
liminary stage (Pretext). Subsequently, to differentiate between
the representations of genuine anomalous windows and those that
are normal, a self-supervised classification strategy is employed.
This strategy classifies window representations as either normal
or anomalous, contingent upon their relative proximity or re-
moteness from adjacent representations within the feature space
during the subsequent phase (self-supervised classification).

This comparative analysis aims to highlight the strengths and po-
ential areas for improvement of the EH-GAM-EGAN model relative to
hese established methods. By evaluating performance across a range of

metrics and datasets, we aim to demonstrate the efficacy of EH-GAM-
EGAN in addressing the unique challenges of MTSAD.

5.4. Experimental setup

This section outlines the configuration and parameters employed in
he experiments, providing clarity on the computational environment
nd the architectural specifics of the models under consideration.

• Computational and Model Environment: The experiments were
conducted using PyTorch version 1.7.0, selected for its robust-
ness in managing complex computations and its support for GPU
acceleration via CUDA 11.0. Model training was efficiently ex-
ecuted on an NVIDIA 3060 GPU, leveraging its parallel pro-
cessing capabilities. For implementing graph neural networks, a
 c
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critical component of the graph attention-based temporal predic-
tion module, the PyTorch Geometric Library version 2.1.0 (Fey
& Lenssen, 2019) was utilized, providing optimized tools for
processing graph-structured data.

• Model Specifics and Training Details: The time series forecast-
ing models employed a historical window size of 6, striking a
balance between providing sufficient historical context and main-
taining computational efficiency. The graph attention model uti-
lized two layers with dual attention heads to effectively aggregate
information from neighboring nodes. Meanwhile, the LSTM-based
model was designed with a hidden dimension of 64, enabling it
to capture temporal dependencies without introducing excessive
complexity. To enhance generalization and mitigate overfitting,
regularization techniques such as Dropout (with a rate of 0.2) and
Batch Normalization were applied.

• GAN Architecture and Optimization: The architecture for the GAN
included a discriminator with a one-dimensional convolutional
layer to maintain the original dimensionality of the time series
data effectively. Both the generator and discriminator were struc-
tured as three-layer MLPs, where each layer was designed to half
the dimension of the input time series, striking a balance between
complexity and feature extraction capability. The training of these
models utilized the Adam optimizer to manage sparse gradients
and adapt learning rates effectively. Hyperparameters were care-
fully selected, with 𝜆 = 1 balancing different loss components and
𝑛cr it ic = 1 to maintain training equilibrium. The initial learning
rates were set conservatively at 1𝑒−4 for both the generator and
discriminator to ensure stable convergence.

• Learning Rates and Anomaly Detection: For the prediction mod-
els, learning rates were adjusted according to the dataset com-
plexities, set at 2𝑒−3 for the MSL datasets and 1𝑒−4 for other
datasets. During the anomaly detection phase, the parameters of
the 𝐴𝐷scor e, including 𝛼 = 0.15 and 𝛽 = 0.35, were empirically
determined to optimize the model’s sensitivity to anomalies, with
𝛾 and 𝛿 both set at 0.25, further refining the detection capabilities.

5.5. Experimental results

The EH-GAM-EGAN model is introduced in this study as a novel
approach designed to address the complexities inherent in detecting
anomalies across diverse datasets. The model performance against a
suite of advanced anomaly detection techniques is evaluated using
precision, recall, and F1 score as the primary metrics for comparison.
This analysis is predicated on ten iterations of testing across each
dataset, which ensures the reliability and robustness of the performance
indicators obtained.

5.5.1. Baseline comparisons
The results in Table 3 demonstrate that the EH-GAM-EGAN model

achieves superior performance compared to all other methods, as ev-
idenced by an average F1 score of 0.9413 across the four datasets.
This surpasses the performance of the next-best method and under-
scores the model’s efficacy and substantial advancements over existing
approaches. Specifically, the model achieves average improvements
of 17.93% in precision, 17.88% in recall, and 21.46% in F1 score.
Moreover, the robustness of EH-GAM-EGAN is evident from its con-
sistently high precision and recall values, which exceed 0.8 and 0.85,
respectively, across all datasets.

In the context of analyzing datasets from cloud platforms such as
MD and PSM, algorithms including LOF and iForest prove insufficient
or handling high-dimensional and nonlinear data, attributable to their
se of elementary distance metrics and decision procedures. The recall
ate for MADGAN remains at an acceptable level. Despite this, the
odel, which is based on Generative Adversarial Networks, is afflicted

y the common issues of vanishing gradients and mode collapse, signifi-

antly diminishing its precision and F1 score. OmniAnomaly, identified
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Table 3
Comparative performance of the EH-GAM-EGAN model against baseline methods on multiple datasets. The highest performing result for each metric is denoted in bold, while the
second highest is indicated by an underline.

Method SMD (subset) PSM (subset) SMAP (subset)

Pre Rec F1 Pre Rec F1 Pre Rec F1

LOF 0.6678 0.2626 0.3770 0.5789 0.9049 0.7061 0.5893 0.5633 0.5760
iforest 0.7798 0.8860 0.8295 0.1927 0.4793 0.2749 0.5239 0.5907 0.5553
OmniAnomaly 0.8740 0.9716 0.9202 0.7599 0.8496 0.8022 0.9249 0.8199 0.8692
MADGAN 0.6305 0.8959 0.7401 0.8204 0.8034 0.8118 0.8747 0.8049 0.8214
USAD 0.6795 0.9115 0.7786 1.0000 0.2091 0.3458 0.2837 1.0000 0.4420
MTAD-GAT 0.8828 0.8492 0.8657 0.9528 0.7565 0.8434 0.8906 0.9123 0.9013
GDN 0.2270 0.1510 0.1810 0.9541 0.9050 0.9289 0.8935 0.9220 0.9075
AnomalyTrans 0.8260 0.9355 0.8773 0.9582 0.9713 0.9647 0.9367 0.9913 0.9632
Dcdetector 0.8361 0.9086 0.8708 0.9619 0.9708 0.9663 0.9443 0.9841 0.9638
ImDiffusion 0.9520 0.9509 0.9488 0.9811 0.9753 0.9781 0.8771 0.9618 0.9175
WPS 0.9920 0.9355 0.9639 0.9735 0.9001 0.9342 0.6777 1.0000 0.8079
CARLA 0.7021 0.8575 0.7721 0.9439 0.8746 0.9080 0.7582 0.9863 0.8573
EH-GAM-EGAN 0.9622 0.9825 0.9723 0.9466 0.9845 0.9651 0.8343 1.0000 0.9096

Method MSL (subset) Overall

Pre Rec F1 mean (Pre) mean (Rec) mean (F1)

LOF 0.5789 0.9049 0.7061 0.5783 0.6458 0.5677
iforest 0.7928 0.8593 0.8247 0.5723 0.7038 0.6211
OmniAnomaly 0.6974 0.8028 0.7464 0.8141 0.8610 0.8345
MADGAN 0.8078 0.8634 0.8347 0.7834 0.8419 0.8020
USAD 0.7677 0.9282 0.8404 0.6827 0.7622 0.6017
MTAD-GAT 0.8754 0.9440 0.9084 0.9004 0.8655 0.8797
GDN 0.7908 0.9950 0.8812 0.7164 0.7433 0.7247
AnomalyTrans 0.9174 0.9473 0.9322 0.9096 0.9614 0.9344
Dcdetector 0.9222 0.9448 0.9477 0.9161 0.9521 0.9372
ImDiffusion 0.8930 0.8638 0.8779 0.9258 0.9380 0.9306
WPS 0.9516 0.8084 0.8742 0.8987 0.9110 0.8950
CARLA 0.8657 0.9583 0.9096 0.8175 0.9192 0.8618
EH-GAM-EGAN 0.8949 0.9429 0.9183 0.9095 0.9774 0.9413
s
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Table 4
Comparison of training durations for EH-GAM-EGAN and baseline models.

Method Average training time per epoch (s)
OmniAnomaly 209.78
USAD 168.14
MADGAN 172.46

EH-GAM-EGAN 32.04

as a stochastic recurrent neural network, is designed to encapsulate
complex temporal dependencies within time series data. Its less ef-
ective performance in specific scenarios may be partly due to the

disregard for explicit spatial dependencies among the random variables.
AnomalyTrans introduces a novel anomaly detection criterion that
incorporates association differences to distinguish anomalous data from
normal data. However, it fails to account for spatial dependencies
in multivariate time-series data, which limits its anomaly detection
performance. In contrast, Dcdetector considers both spatial and tem-
poral dependencies, resulting in a moderate improvement in detection
performance. Our method, by integrating discriminative errors and ac-
counting for both spatial and temporal dependencies, achieves superior
performance. As shown in Table 3, on the SMD dataset, EH-GAM-EGAN
outperforms AnomalyTrans by 10.82% and Dcdetector by 11.65%. In
terms of the average F1 score across four datasets, EH-GAM-EGAN
exceeds AnomalyTrans by 0.74% and Dcdetector by 0.44%. ImDiffusion
integrates time series imputation with diffusion models. As shown in
Table 3, while ImDiffusion performs exceptionally well on the PSM
ataset, EH-GAM-EGAN outperforms it by 2.48% on the SMD dataset.
dditionally, EH-GAM-EGAN exceeds ImDiffusion by 1.15% in the
verage F1 score across the four datasets. This discrepancy is likely
ttributed to the smaller size of the PSM dataset, whereas the SMD
ataset is larger. ImDiffusion may face performance limitations when
rocessing larger datasets, resulting in inferior detection results com-
ared to EH-GAM-EGAN. It is clear that our model is better suited for
andling data from cloud platforms, characterized by complex graph
 t

13 
structures and larger data volumes.
In the comparison of graph-based methods, GDN, an approach

based on attention-driven graph neural networks, effectively captures
explicit spatial dependencies among random variables. However, its
performance may be limited in certain situations due to its neglect
of explicit temporal dependencies between these variables. MTAD-GAT
addresses both spatial and temporal dependencies, computing anomaly
cores based on reconstruction and prediction errors. Our method, in
ontrast, not only computes anomaly scores through reconstruction and
rediction errors but also leverages an enhanced GAN framework. This
ramework, by utilizing the dual mechanisms of generative and discrim-
native models, strengthens the robustness and accuracy of anomaly
etection, resulting in superior performance. As shown in Table 3, EH-
AM-EGAN outperforms GDN by 29.88% and MTAD-GAT by 7.00% in

terms of the average F1 score across four datasets.
A comprehensive analysis of the data reveals that the improvements

in the F1 score for the SMAP and MSL datasets are less significant
compared to those for the SMD and PSM datasets. This discrepancy
is attributed to the inherent differences in the nature of the datasets.
Specifically, NASA anomaly datasets, such as SMAP and MSL, measure
various attributes like radiation, temperature, and computational activ-
ity. While these attributes are not completely independent, their inter-
relationships are weaker than those found in cloud-based datasets like
SMD and PSM, where feature dependencies are naturally stronger (Gao
et al., 2024; Zhou et al., 2024). The EH-GAM-EGAN model, which
combines graph attention mechanisms with enhanced generative ad-
versarial networks, excels in analyzing datasets with closely correlated
features, demonstrating its potential for application in cloud-based
environments.

An essential aspect of evaluating the practicality of anomaly detec-
ion models is their training efficiency. Table 4 provides a comparative

overview of the average training time per epoch for each model,
thereby shedding light on the computational demands associated with
each approach.

It is noteworthy that the EH-GAM-EGAN model exhibits an average
raining time of 32.04 s per iteration, which represents a significant
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Table 5
Results of parameter sensitivity tests for 𝛼 and 𝛽.
𝛼 𝛽 𝛾 𝛿 SMD PSM SMAP MSL Overall

0.05 0.45 0.25 0.25 0.9678 0.9158 0.8996 0.8486 0.9080
0.15 0.35 0.25 0.25 0.9709 0.9094 0.9056 0.8649 0.9127
0.25 0.25 0.25 0.25 0.9576 0.9100 0.8680 0.8577 0.8983
0.35 0.15 0.25 0.25 0.9529 0.8996 0.8447 0.6693 0.8416
0.45 0.05 0.25 0.25 0.9505 0.9017 0.8151 0.6423 0.8274
0.50 0.00 0.25 0.25 0.9477 0.8945 0.8031 0.6396 0.8212
Table 6
Results of parameter sensitivity tests for 𝛾 and 𝛿.
𝛼 𝛽 𝛾 𝛿 SMD PSM SMAP MSL Overall

0.15 0.35 0.05 0.45 0.9571 0.8729 0.6565 0.8637 0.8375
0.15 0.35 0.15 0.35 0.9616 0.8772 0.8938 0.8607 0.8983
0.15 0.35 0.25 0.25 0.9709 0.9094 0.9056 0.8649 0.9127
0.15 0.35 0.35 0.15 0.9512 0.9153 0.8870 0.8286 0.8955
0.15 0.35 0.45 0.05 0.9161 0.9151 0.8938 0.8883 0.9033
0.15 0.35 0.50 0.00 0.8959 0.9157 0.7976 0.8321 0.8604
a
e

c
e
t
p
F
𝛾

improvement in efficiency compared to its counterparts. This efficiency
epresents an approximate 85% reduction in training time compared to
he MADGAN model, which recorded the longest training duration. This
ignificant enhancement in training efficiency not only highlights EH-

GAM-EGAN’s superior performance but also expands its applicability to
large-scale datasets.

The experimental results demonstrate the exceptional capability of
the EH-GAM-EGAN model in anomaly detection within multivariate
time series data. Its superior performance, coupled with remarkable
raining efficiency, positions the EH-GAM-EGAN model as a formidable
ool in the anomaly detection landscape, offering significant advance-

ments over existing methodologies.

5.5.2. Parameter sensitivity analysis
This section aims to investigate the impact of weighting parameters

on the performance of the EH-GAM-EGAN model in MTSAD. The
q. (18) includes these parameters, which determine the significance of
rediction errors associated with 𝛼 for graph attention-based (𝑃 𝑆scor e),
𝛽 for LSTM-based (𝑃 𝑇scor e), 𝛾 for reconstruction (𝐺scor e), and 𝛿 for
discrimination (𝐷scor e).

In order to assess the sensitivity of the EH-GAM-EGAN model to
hese parameters, a comprehensive analysis was conducted, in which 𝛼
nd 𝛽 were varied while 𝛾 and 𝛿 were kept fixed at 0.25. Furthermore,
e evaluated the performance of the EH-GAM-EGAN model under fixed

values of 𝛼 and 𝛽, while varying 𝛾 and 𝛿. The evaluation encompassed
a number of scenarios, with F1 scores calculated for each dataset. In
order to derive a universal metric, the F1 scores were averaged across
all datasets, resulting in an overall F1 performance metric.

Table 5 showcases the F1 scores for different combinations of 𝛼
nd 𝛽. Notably, the combination of 𝛼 = 0.15 and 𝛽 = 0.35 yields the
ighest F1 scores across all datasets, achieving an overall F1 score of
.9127. This combination outperforms other parameter combinations,
emonstrating its efficacy in enhancing the model’s anomaly detection
apabilities. Similarly, Table 6 explores the impact of varying 𝛾 and
values while keeping 𝛼 and 𝛽 fixed at 𝛼 = 0.15 and 𝛽 = 0.35. The

combination of 𝛾 = 0.25 and 𝛿 = 0.25 consistently produces the highest
F1 scores across all datasets, resulting in an overall F1 score of 0.9127.
This finding further reinforces the importance of these parameters in
optimizing the EH-GAM-EGAN model’s performance.

Fig. 8 further illustrates the F1 score dynamics in response to
ariations in 𝛼 and 𝛽 across four distinct datasets. The combined F1
core is the mean of these datasets’ scores. To elucidate the influence
f the parameters, we restricted the sum of 𝛼 and 𝛽 to 0.5 and varied
ach within the 0 to 0.5 interval. The analysis reveals that an exces-
ively low 𝛼 (e.g., 0.05) leads to the model’s underperformance due to
nadequate capture of the interdependencies in multivariate time series.
onversely, a high 𝛼 (e.g., 0.5) also does not yield optimal anomaly
14 
Fig. 8. Parameter sensitivity tests were conducted by adjusting 𝛼 and 𝛽, which were
initially set at 0.05 and 0.45, respectively, maintaining their sum at 0.5. The values
were altered in increments of 0.1 for 𝛼 and corresponding decrements for 𝛽. The model’s
performance, measured by the F1 score, peaked at 𝛼 = 0.15 and 𝛽 = 0.35.

detection accuracy, as portrayed in EH-GAT-EGAN’s declining F1 score.
Our results indicate an optimal balance at 𝛼 = 0.15 and 𝛽 = 0.35, which
chieves the highest F1 score. Subsequent experiments will therefore
mploy these values for (𝛼, 𝛽).

Fig. 9 also delineates the effect of adjusting 𝛾 and 𝛿 on the model’s
F1 score across a suite of four datasets. These parameters were var-
ied from their respective minima at 0 to maxima at 0.5, with the
onstraint that their sum remains constant at 0.5. This normalization
nsures a focused examination of their relative impacts. Specifically,
he configuration of 𝛾 = 0.25 and 𝛿 = 0.25, when combined with
reviously optimized 𝛼 and 𝛽 values, results in the most advantageous
1 outcomes. This evidence has informed our decision to adopt (𝛼, 𝛽,
, 𝛿) = (0.15, 0.35, 0.25, 0.25) for the remainder of our analyses.

5.5.3. Ablation experiments
The results of our ablation experiments highlight the robustness

and effectiveness of the EH-GAM-EGAN model in the field of MTSAD.
These findings are presented in Table 7 and Fig. 10, which compare the
performance of different model configurations across four benchmark
datasets. EH-GAM-EGAN consistently achieves superior performance
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Table 7
Ablation experiments: Performance metrics.

Method w/o PS w/o PT w/o D w/o GP Ours

SMD
Pre 0.9526 0.9920 0.9019 0.9953 0.9622
Rec 0.9742 0.9044 0.9213 0.9360 0.9825
F1 0.9633 0.9462 0.9115 0.9647 0.9723

PSM
Pre 0.9669 0.9694 0.9806 0.6652 0.9466
Rec 0.8487 0.8487 0.8487 0.8496 0.9845
F1 0.9039 0.9050 0.9099 0.7462 0.9651

SMAP
Pre 0.7953 0.6570 0.7514 0.6688 0.8343
Rec 1.0000 1.0000 1.0000 1.0000 1.0000
F1 0.8860 0.7930 0.8580 0.8015 0.9096

MSL
Pre 0.8324 0.4538 0.8683 0.8497 0.8949
Rec 0.8584 0.9995 0.9430 0.8930 0.9429
F1 0.8452 0.6242 0.9041 0.8708 0.9183

Overall
Pre 0.8868 0.7680 0.8756 0.7948 0.9095
Rec 0.9203 0.9381 0.9282 0.9196 0.9775
F1 0.8996 0.8171 0.8959 0.8458 0.9413
b
(
e

m
i
a
c
t

p
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i
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Fig. 9. Parameter sensitivity tests on 𝛾 and 𝛿, with fixed values of 𝛼 = 0.15 and 𝛽 = 0.35,
emonstrated the impact on model performance. Starting at 𝛾 = 0.05 and 𝛿 = 0.45,
nd maintaining their total at 0.5, the parameters were adjusted in increments of 0.1.
ptimal model performance, as measured by the F1 score, was achieved at 𝛾 = 0.25
nd 𝛿 = 0.25.

metrics, with the highest F1 scores, precision, and recall rates across
all datasets. This comprehensive performance is highlighted in Fig. 10,
confirming the model’s overall efficacy. The specifics of model variants
analysis are elucidated as follows:

(1) EH-GAM-EGAN (w/o PS) : This variant omits the graph at-
tention temporal prediction model, leading to a decline in per-
formance metrics (precision, recall, and F1 score) by an aver-
age of 2.50%, 5.85%, and 4.43%, respectively. This reduction
demonstrates the critical role of the graph attention mecha-
nism in capturing temporal dependencies for accurate anomaly
detection.

(2) EH-GAM-EGAN (w/o PT) : By removing the LSTM-based tem-
poral prediction, this model variant shows a more pronounced
average performance drop of 15.56% in precision, 4.03% in
recall, and 13.19% in F1 score across the datasets. This variant’s
performance decrement underscores the LSTM’s capability in
enhancing temporal feature representations, which is crucial for
the model’s success.

(3) EH-GAM-EGAN (w/o D) : The removal of discriminative error
components results in a statistically significant decline in per-
formance, with an average drop of 3.73% in precision, 5.04%
 u

15 
in recall, and 4.82% in F1 score across the datasets. These
figures highlight the crucial role of discriminative error analysis
in the scoring phase, which significantly enhances the accuracy
of anomaly detection.

(4) EH-GAM-EGAN (w/o GP) : the variant employs a classic GAN
architecture without gradient penalty, demonstrates a substan-
tial decrease in performance metrics: 12.61% in precision, 5.92%
in recall, and 10.15% in F1 score. This finding suggests that
the integration of Wasserstein distance and gradient penalty in
the GAN architecture is crucial for generating a distribution
that closely resembles the real data, thereby facilitating a more
accurate anomaly detection process.

These ablation studies highlight the role of individual components
to the overall effectiveness of EH-GAM-EGAN, illustrating the syn-
ergy between the graph attention mechanism, LSTM temporal predic-
tions, discriminative error handling, and advanced GAN architecture in
optimizing anomaly detection tasks.

6. Conclusion

In this study, we present the EH-GAM-EGAN, an unsupervised hy-
rid model that uniquely integrates a Graph Attention Mechanism
GAM) with an Enhanced Generative Adversarial Network (EGAN). Our
xperiments show that the EH-GAM-EGAN significantly outperforms

existing baseline methods in the domain of MTSAD. By combining GAM
and EGAN, our model effectively captures complex data interdependen-
cies and generates high-fidelity time series reconstructions.

When applied to cloud computing infrastructure, the EH-GAM-
EGAN efficiently detects anomalies that were previously difficult to
identify, overcoming challenges posed by noise and system complexity.
The model’s anomaly scoring mechanism, which aggregates errors from

ultiple components, offers a detailed understanding of anomalies,
mproving the detection of server performance issues with fewer false
larms. Moreover, the inclusion of WGAN-GP ensures stable and effi-
ient training, leading to consistent, high-quality data reconstructions
hat are essential for identifying potential system failures.

The EH-GAM-EGAN also exhibits reduced training times and im-
roved scalability, with an average iteration time of 32.04 s, making
t highly suitable for large-scale cloud computing environments. Ex-
ensive testing across diverse datasets, including those from cloud
nfrastructures and space missions, has confirmed the model’s effec-
iveness. Notably, the EH-GAM-EGAN achieved an average F1 score
mprovement of 21.46% over baseline models, further reinforcing its

reliability for practical applications.
Future research should focus on the following areas: First, improv-

ng the model’s ability to generate detailed anomaly explanations,
otentially through the use of graph structural changes to clarify the
nderlying causes of anomalies and support decision-making. Second,
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Fig. 10. Ablation experiments: Overall performance visualization.
,

exploring how the model can be optimized to handle a broader range
f anomaly patterns across different scales, particularly in dynamic
nvironments. Finally, future studies should assess the model’s cross-
omain applicability, emphasizing its scalability and generalizability
cross various application contexts.
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