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A B S T R A C T

The recent development of Deepfake videos directly threatens our information security and personal privacy.
Although lots of previous works have made much progress on the Deepfake detection, we empirically find that
the existing approaches do not perform well on the low definition (LD) and cross-definition (high and low)
videos. To address this problem, in this paper, we follow two motivations: (1) high-level semantics reduction
and (2) cross-domain training. For (1), we propose the Facial Structure Destruction and Adversarial Jigsaw Loss
to reduce our model to learn high-level semantics and focus on learning low-level discriminative information;
For (2), we propose an adversarial domain generalization method and a spatial attention distillation which
uses the information of HD videos to guide LD videos. We conduct extensive experiments on public datasets,
FaceForensics++ and Celeb-DF v2. Results show the great effectiveness of our method and we also achieve very
competitive performance against state-of-the-art methods. Surprisingly, we empirically find that our method
is also very effective on Face Anti-Spoofing (FAS) task, verified on OULU-NPU dataset.
1. Introduction

Since the first Deepfake Video was published on Reddit in 2017,
multiple Deepfake methods based on Variational Auto-Encoders (VAE)
[1] and Generative Adversarial Networks (GAN) [2] have been devel-
oped successively. Unlike traditional video face manipulation meth-
ods based on hand-crafting or computer graphics technology like
Face2Face [3], these Deepfake methods train deep neural networks
for video face manipulation, thus the visual artifacts of these fake
videos are much tinier than previous methods, making it difficult to
be observed by human eyes. Existing studies [4] have shown that
human observers perform poorly on detecting these videos. There-
fore, the Deepfake videos generated using this technique can easily
spread false information, and threaten our information security and
personal privacy seriously. Fortunately, a couple of Deepfake detectors
(e.g. FaceForensics++ [4], Celeb-DF [5] and DFDC [6]) have been
developed and have achieved great results on many public datasets.
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However, experiments on the c40 compressed version of FaceForen-
sics++ dataset [4] expose a serious problem that current approaches
suffer a significant performance drop on low-definition (LD) videos. It is
known that the low-level facial textural details are more discriminative
than high-level semantics (e.g. holistic facial shape [7]) for Deepfake
detection. As shown in Fig. 1, however, (1) the LD videos significantly
lose the textural details while keep the high-level semantics, causing
major challenges for Deepfake detection. (2) Furthermore, we empiri-
cally find that it is even harder to train a model which can generalize
well to both HD and LD videos (cross-domain robustness) detailed in
Section 4.3.2.

To address the aforementioned two problems, in this work, we
propose two corresponding solutions: (1) We propose a Facial Structure
Destruction (FSD) module and Adversarial Jigsaw Loss to reduce our
model to learn high-level semantics and focus on learning low-level
discriminative information. Specifically, we creatively introduce image
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Fig. 1. Examples of face images and their textures. The face images of each column
are extracted from the same frame of the same video where each was compressed
with factor 23 (high-definition, HD) and factor 40 (low-definition, LD). Obviously,
the textures are extremely blurred after compression yet facial structures (semantic
information. e.g. facial looking) are consistent.

patch shuffle operation, which can well achieve our target (destroying
semantics while preserving textural details). To maximize this ‘destruc-
tion’, inspired by cryptography [8], we propose a score, termed as
‘disorder score’, to quantify the ‘disorder’ of image patches. Guided by
this disorder score, we can achieve the best (most disordered) patch
shuffle pattern for our task. In addition, we propose an Adversarial
Jigsaw Loss equipped with the patch shuffle to reduce our model
to learn the semantics via self-supervised learning. Specifically, the
shuffled pattern of FSD can be considered as a jigsaw puzzle, and
we use a jigsaw solving loss, the error between the prediction of a
Jigsaw Solver (analogous to a discriminator of Generative Adversarial
Networks [2]) and the groundtruth (shuffled pattern). Same as the
adversarial alternating optimization of GAN, our model learns as little
semantics as possible. (2) We propose the use of domain generalization
and knowledge distillation to achieve the cross-domain (HD and LD)
robustness. Specifically, we train a Domain Classifier to classify the
domain label (HD or LD) of the feature vectors extracted by the Deep-
fake detector. Guided by a domain adversarial loss, our model learns
to be unable to distinguish the domain labels by introducing a domain
classifier (a discriminator from a perspective of GAN), leading to a
domain-robust feature learning. Furthermore, inspired by knowledge
distillation, we introduce the spatial attention module to the model and
use the more precise attention maps from HD videos to supervise those
from LD videos for training, reducing the domain gap between LD and
HD videos.

Our contributions can be summarized as:

• We deeply investigate the generalization capacity of the Deepfake
detection solutions from LD to HD videos, and propose a robust
Deepfake detection method.

• We propose the Facial Structure Destruction and Adversarial Jig-
saw Loss to reduce our model to learn high-level semantics and
focus on learning low-level discriminative information, leading to
a more discriminative Deepfake detector.

• To learn the cross-domain (HD and LD) robustness, we propose an
adversarial domain generalization method. Furthermore, we use
the richer information of HD videos to guide the training of LD
videos via a Spatial Attention Distillation method.

• We conduct extensive experiments on FaceForensics++ [4] and
Celeb-DF v2 [5] dataset. Results show our system achieves very
competitive performance against the state-of-the-art methods.
Last but not least, surprisingly, we empirically find that our
system is also very effective for Face Anti-Spoofing verified on
OULU-NPU dataset [9].

Portions of this work were presented at the IEEE International Con-
ference on Multimedia and Expo (ICME) in 2022 [10]. Compared to the
2 
previous conference article, this paper propose a novel Spatial Atten-
tion Distillation method to better perform the cross-domain training.
We also conduct additional detailed ablation studies and extensive
experiments on more datasets, backbones, and tasks.

This paper is organized as follow: Section 2 introduces the tech-
nology and previous works related to this papaer; Section 3 details
the methodology of this work including high-level semantics reduc-
tion (Section 3.1) and cross-domain training (Section 3.2); Section 4
introduces our extensive experiments; Finally, we conclude our work
in Section 5.

2. Related work

Deepfake Video Synthesis. With the rapid development of computer
vision technology, face manipulated videos now can automatically be
generated by computer algorithms. Thies et al. [3] proposed a real time
face reenactment system based on face 3D model estimation and it
can easily implement with a simple RGB camera. FaceSwap use face
alignment, Gauss Newton optimization and image blending to swap
the face completely to another person. Fortunately, videos manipulated
by these methods have obvious visual artifacts and can be easily
detected by human observers. Thus they are relatively less harmful to
our society. However, based on deep learning technology, the latest
face manipulation methods (i.e. Deepfake methods) use GANs [2] and
VAEs [1] to generate much more realistic fake faces. They are much
more harmful since they can synthesize fake videos (i.e. Deepfake
videos) with tiny visual artifacts included to spread fake information or
defame somebody. These videos are difficult to discriminate by human
since the artifacts of these Deepfake videos are hidden in the low-level
texture information. These methods now can easily be implemented by
open source codes or publicly available software such as FaceApp and
ZAO.

Deepfake Detection. Latest research shows that it is difficult for
human to identify whether the video is manipulated [4]. To make mat-
ters worse, traditional digital forensics methods cannot apply to these
videos since the neural network generated faces are near-realistic and
their visual artifacts are different from the hand-crafted manipulated
videos. Fortunately, many approaches have made great progress in
Deepfake detection. An early attempt is MesoNet [11], a shallow CNN
devised for mesoscopic analyses. They achieved promising performance
on the FaceForensics [12] dataset. Nguyen et al. [13] attempt to use
capsule networks to detect Deepfake videos, and also achieve inter-
esting result. Rossler et al. [4] test certain previous methods on their
benchmarks, the result shows the Xception [14] network pretrained on
ImageNet [15] performs greatly and has achieved over 99% accuracy
on raw data. But their further experiments show when the videos
are compressed to low definition, the detection accuracy will drop
dramatically. Especially for NeuralTextures [16] generated videos, the
decrease is over 17%. Dang et al. [17] utilize the attention mechanism
to localize the manipulated region and improve the performance of
the backbone Xception network. In order to improve the robustness for
post-processing of detection methods, some methods based on remote
visual photoplethysmography (rPPG) have been proposed. Qi et al. [18]
use a dual-spatial–temporal attention network to classify the motion-
magnified rPPG signal extracted from the video, their method achieves
slightly better detection performance than Xception network and shows
high robustness for JPEG compression. Li et al. [19] utilize multi-
instance learning in Deepfake detection and achieve great success on
the performance of video-level detection. [20] is one of the latest
Deepfake detection methods based on the spatial–temporal features
in the videos which has state-of-the-art detection performance. Ciftci
et al. [21] did a detailed study on rPPG based Deepfake detection
methods, and their CNN-based classification result shows robustness
for Gaussian blur and Median filtering. [7] claims that the artifacts in
Deepfake videos exist in multiple places, and propose a multi-attention
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mechanism to capture them. Their method achieves success on the HD
videos, but performs not promising on the LD videos. However, most
of the previous methods focus on the Deepfake detection of HD videos.
The problem of the Deepfake detection for compressed low definition
(LD) Deepfake videos are rarely mentioned or studied for a long time.
Pu et al. [22] manage to use a dual-level collaborative framework and
a novel loss function for more robust Deepfake detection.

In recent years, the problem of Deepfake detection on LD videos
gradually attracted attention of researchers, and some related works
have been published. Hu et al. deeply investigate the algorithm of
video compression, and propose to use a frame-temporality two-stream
convolutional network [23] to address the problem of LD Deepfake
detection. Shang et al. [24] propose a Pixel-Region Relation Network
to exploit the spatial relation in face images. Their method achieves
significant improvement on the LD Deepfake detection and Multi-
definition Deepfake detection. Compared with these work, our paper
propose a well-purpose scheme (i.e. high-level semantics reduction)
to improve LD Deepfake detection and achieves significantly better
performance (detailed in Section 4). We also propose a cross domain
training strategy to improve multi-definition detection performance.
Which is rarely motioned in previous work.

3. Methodology

The Deepfake detection can simply be considered as a binary clas-
sification task. According to the winner’s solution of the Deepfake
Detection Challenge (DFDC) [6], ImageNet [15] pretrained networks
show superior performance on this task, hence we directly use them
as our backbone network. In practice, we find that these models work
well on high-definition (HD) videos, but do not perform well on low-
definition (LD) and multi-definition (the mixture of HD and LD) videos
in the wild. To achieve a model which can generalize well to both HD
and LD videos, we propose to improve the robustness of the detector
from the following two directions: (1) using Facial Structure Destruc-
tion and Adversarial Jigsaw Loss to reduce the less discriminative
high-level semantics and improve the more discriminative low-level
texture information; (2) applying methods of domain generalization
and Spatial Attention Distillation to improve the multi-definition video
detection performance. Based on (1) and (2), we propose a triple-
branch model to conduct Deepfake detection. By applying (1), the LD
video Deepfake detection performance can be significantly improved
(detailed in 4.3.1). Moreover, by applying (1) and (2), our method can
achieve promising performance on both HD and LD videos (detailed in
4.3.2).

3.1. High-level semantics reduction

Current Deepfake video synthesis methods have made great progress
of improving visual effect and imitating realistic face structure. Since
the synthetic faces bear strong resemblance with those real faces, the
high-level semantics (e.g. facial structure, gender, race, beauty, etc.)
are not very discriminative to distinguish the real and attack faces.
Hence the low-level textural details are more discriminative than the
high-level semantics for Deepfake detection [7].

3.1.1. Facial structure destruction
In this work, we propose a Facial Structure Destruction (FSD) mech-

anism to destroy the high-level semantic facial structure. As shown in
Fig. 3, we creatively introduce patch shuffling operation to achieve
the target: destroying global high-level semantics while preserving low-
level facial textural details. Patch shuffle can destroy the high-level
semantics, however, it is not clear how to conduct the patch shuffle
that can achieve the greatest ‘destruction’. Inspired by the concept of
chaos in cryptography [8], we propose a disorder score to quantify the
‘disorder’ of a patch-shuffle image. Specifically, the input image 𝐼 is
evenly divided into 𝑁 × 𝑁 patches and shuffled by a random pattern
3 
Fig. 2. FSD operation and the disorder score.

Fig. 3. Examples of the FSD operation and the corresponding disorder score 𝐷. From
(a) to (d), the disorder score D increases and the facial structures are destructed to a
greater degree.

𝐌 ∈ {1, 2,… , 𝑁}2×𝑁×𝑁 to generate the shuffled image 𝜓𝑁 (𝐼), where
𝐌𝑥,𝑦 = [𝑖, 𝑗]𝑇 means the image patch at position [𝑥, 𝑦]𝑇 is moved to
the new position [𝑖, 𝑗]𝑇 . As shown in Fig. 2, we calculate the distance
of adjacent patches of each patch after shuffling, and summarize as a
disorder score 𝐷(𝐌):

𝐷(𝐌) =
𝑁
∑

𝑥=1

𝑁
∑

𝑦=1
𝑑𝑟𝑖𝑔 ℎ𝑡 + 𝑑𝑑 𝑜𝑤𝑛 (1)

𝑑𝑟𝑖𝑔 ℎ𝑡 =
{

‖

‖

‖

𝐌𝑥+1,𝑦 −𝐌𝑥,𝑦
‖

‖

‖2
if 𝑥 < 𝑁

0 else
(2)

𝑑𝑑 𝑜𝑤𝑛 =
{

‖

‖

‖

𝐌𝑥,𝑦+1 −𝐌𝑥,𝑦
‖

‖

‖2
if 𝑦 < 𝑁

0 else
(3)

Note that 𝑑𝑙 𝑒𝑓 𝑡 and 𝑑𝑢𝑝 are not calculated due to the symmetry. We
choose some disrupted images and calculate the corresponding disorder
score as shown in Fig. 3

Obviously, the shuffled image with a larger disorder score can
destroy the facial structures to a higher degree. Thus we only use the
patterns with disorder score larger than a static threshold 𝜏. In this
work, if 𝑁 < 4, 𝜏 is the average score of all the patterns; if 𝑁 >= 4,
𝜏 is set to the average score of randomly generated 10000 patterns.
However, the capacity of destruction is limited by 𝑁 , and we can never
completely remove the high-semantic information with the maximal 𝑁
(size of the image), leading to a nearly random image (image is shuffled
at the pixel level). On the other hand, a small 𝑁 (𝑁 = 1 on the extreme)
cannot reduce the high-level semantics. We quantitatively analyze the
impact of 𝑁 in Section 4.3.1.

3.1.2. Adversarial Jigsaw loss
As discussed, since 𝑁 cannot be too large to most greatly preserve

the low-level textural details, simply applying the FSD mechanism is
not effective enough. Thus we propose an adversarial training strategy
to further achieve high-level semantics reduction.

Following DCL [25], we take the shuffle pattern 𝐌 of the FSD
operation as the supervision label, and train a network to predict this
pattern, like solving a jigsaw puzzle. In our case, we use a simple CNN,
Jigsaw Solver, to complete this task. The prediction of the Jigsaw Solver
can be formulated as:

𝐏(𝐼 , 𝑁) = 𝑆𝑁𝜃𝑠 (𝐷
𝐺 𝐴𝑃
𝜃𝑑

(𝜓𝑁 (𝐼))) (4)

where 𝐷𝐺 𝐴𝑃
𝜃𝑑

(𝜓𝑁 (𝐼)) is the extracted feature map before the Global
Average Pooling (GAP) layer of the backbone detector with network
weights 𝜃𝑑 , 𝑆𝑁𝜃𝑠 is the Jigsaw Solver network corresponding to 𝑁 ×𝑁
jigsaw puzzle and 𝐏 ∈ R2×𝑁×𝑁 is the predicted pattern. Based on
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Fig. 4. The pipeline of the proposed method. 𝑁 of FSD is set to 1, 2, 3. (1) FSD (Facial Structure Destruction) shuffles the input images; (2) Deepfake Detector consists of 3
branches; (3) Jigsaw Solver is actually a discriminator from the perspective of GAN, aiming to solve the shuffled image; (4) Domain Classifier is another discriminator which helps
to learn domain-robust feature. (5) Spatial Attention Module is a convolutional network to indicate the importance of different area. (6) FC: a fully-connected network to conduct
binary classification (pristine or fake). The detailed architecture of the Jigsaw Solver, Domain Classifier, and Spatial Attention Module is shown at the bottom. The image pair is
only required for training, and only one image (either LD or HD) is required for inference.
the prediction 𝐏 and groundtruth 𝐌, the jigsaw solving loss can be
formulated as:

𝑗 𝑖𝑔 = 1
𝑁2

𝑁
∑

𝑥=1

𝑁
∑

𝑦=1

‖

‖

‖

𝐏𝑥,𝑦 −𝐌𝑥,𝑦
‖

‖

‖2
(5)

However, predicting these random shuffle patterns is based on
high-level semantic spatial information, which is relatively less discrim-
inative for Deepfake detection. Since our aim is to reduce high-level
semantics from the learned representations of the backbone network,
we set 𝑗 𝑖𝑔 as an adversarial loss to the backbone network. It means
it is a negative term in the final loss function, thus by the jigsaw loss
𝑗 𝑖𝑔 , the weights 𝜃𝑠 and 𝜃𝑑 are optimized under adversarial learning:

𝑚𝑖𝑛
𝜃𝑑
𝑚𝑎𝑥
𝜃𝑠

E𝐼∼𝑝𝑑 𝑎𝑡𝑎(𝐼) − 𝜆𝑗 𝑖𝑔 ⋅ 𝑗 𝑖𝑔 (6)

where 𝑝𝑑 𝑎𝑡𝑎(𝐼) denotes the data distribution of the training set and 𝜆𝑗 𝑖𝑔
is a positive weight for the jigsaw loss.

Same as the adversarial alternating optimization of GAN, our train-
ing is also adversarial: (i) the weights of the Deepfake detector are
optimized by maximizing the jigsaw solving loss (i.e. preventing solving
the jigsaw) (ii) the weights of the Jigsaw Solver are optimized by
minimizing the jigsaw solving loss. In this way, we can reduce our
Deepfake detector to learn the high-level semantics.

3.2. Cross-domain training

In previous sections, we have proposed two methods to improve the
performance of Deepfake detection on the single definition videos. But
in the real applications, the videos can be of various resolutions and
definitions, which can be regarded as different domains. To achieve the
cross-domain robustness of model training, in this work, we propose to
apply domain generalization and knowledge distillation for that.

3.2.1. Domain generalization
The domain gap caused by various resolutions and definitions can

greatly decrease the model performance. The work [26] verifies this
4 
performance drop under (1) training on HD videos and test on LD ones
and (2) training on LD videos and test on HD ones. We also have the
same empirical observations. We also empirically observe that simply
mixing HD and LD data on training does not lead to promising results
detailed in Section 4. It inspires us to turn to a smart way to train a
cross-definition network.

Motivated by DCL [25], we propose a domain generalization dis-
criminator, Domain classifier, to classify the domains (i.e. video defi-
nition) that the training samples are from. Specifically, we randomly
sample the HD and LD face images for training and use one-hot labels
𝐜 ∈ {0, 1}2 to indicate the domains, our Domain Classifier will predict
whether the feature vector 𝐷𝑓 𝑐

𝜃𝑑
(𝜓𝑁 (𝐼)) is extracted from HD or LD

video, thus the domain classification loss can be formulated as:

𝑑 𝑐 𝑙 = −𝐜 ⋅ log
[

𝐶𝜃𝑐 (𝐷
𝑓 𝑐
𝜃𝑑
(𝜓𝑁 (𝐼)))

]

(7)

where 𝐶(⋅) denotes the definition prediction and 𝜃𝑐 denotes the network
weights of the Domain Classifier.

Since we expect the backbone network to learn domain-invariant
representations, the learned representations should be more difficult to
classify by the Domain Classifier. Thus the domain classification loss is
also an adversarial loss to the weights 𝜃𝑑 , meaning by 𝑑 𝑐 𝑙, the weights
𝜃𝑐 and 𝜃𝑑 are optimized as follows:

𝑚𝑖𝑛
𝜃𝑑
𝑚𝑎𝑥
𝜃𝑐

E𝐼∼𝑝𝑑 𝑎𝑡𝑎(𝐼) − 𝜆𝑑 𝑐 𝑙 ⋅ 𝑑 𝑐 𝑙 (8)

where 𝜆𝑑 𝑐 𝑙 is a positive weight of the domain classification loss.

3.2.2. Spatial attention distillation
When videos are been compressed, its visual information are highly

disrupted and cause the Deepfake detectors more difficult to examine
whether the video is manipulated. As discussed before, the reason is
that the Deepfake detectors are poor to find the discriminative textures
in LD videos without any constraint. To solve this problem, we devise
the Spatial Attention Distillation mechanism, which includes a Spatial
Attention Module and an Attention Distillation Loss. Our Spatial Atten-
tion Module is a simple Convolutional net borrowed from [27], which
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generates attention maps to indicate the important features for Deep-
fake detection, as shown in Fig. 4. In addition, to learn a domain robust
attention map, we are inspired by the pretext-invariant representation
earning [28], which is one way of self-supervised learning. [28] aligns
he features from original and transformed (with data augmentation)
mages to be close, leading to a pretext-invariant feature learning. In
ur Deepfake detection, the HD videos contain rich information, while
D ones miss many useful information, hence the attention maps of the
D videos are more precise than the LD ones. Inspired by [28], we push

the attention maps of LD to be close to the HD ones, aiming to make the
LD attention map as good as the HD maps. We conduct the knowledge
istillation [29] to achieve this. Specifically, given an HD and LD image

pair ⟨𝐼𝐻 , 𝐼𝐿⟩, we distill the knowledge from the attention maps of HD
to LD via minimizing the knowledge distillation loss 𝑑 𝑠𝑡, formulated
as:

𝑑 𝑠𝑡 = ‖

‖

𝐀𝐭 𝐭 𝐧𝐻 − 𝐀𝐭 𝐭 𝐧𝐿‖‖2 (9)

where 𝐀𝐭 𝐭 𝐧𝑄, 𝑄 ∈ {𝐻 , 𝐿} indicates the attention maps of the HD
inputs and the LD inputs generated by the Spatial Attention Module,
formulated as:

𝐀𝐭 𝐭 𝐧𝑄 = 𝐴𝑁𝜃𝑎 (𝐷
𝑀 𝑢𝑙
𝜃𝑑

(𝜓𝑁 (𝐼𝑄))) (10)

where 𝐷𝑀 𝑢𝑙
𝜃𝑑

(𝜓𝑁 (𝐼𝑄)) is the extracted feature map of HD or LD inputs
efore attention multiplication, 𝐴𝑁𝜃𝑎 are the three attention modules

with weights 𝜃𝑎 to be optimized.

3.3. Triple-branch network architecture

As discussed, the number of patches 𝑁 × 𝑁 of FSD and the corre-
ponding adversarial learning step are important. Too small or too big

will lead to degraded performance. In fact, with different 𝑁 settings
uring training, the learned model has its strengths and weaknesses
uring testing. Thus, we propose a Triple-branch architecture to cap-
ure the complementary information. Our experiments in Section 4.3

show that this architecture can significantly improves the performance
hrough the complementarity of the network branches. To implement

the Spatial Attention Distillation proposed in Section 3.2.2, we take
oth the HD and LD versions of a chosen video frame to form a input
air ⟨𝐼𝐻 , 𝐼𝐿⟩, and use the same shuffle pattern for FSD before feeding
hem to the three branches respectively. The frame-level classification
oss 𝑐 𝑙 𝑠 can be formulated as:

𝑐 𝑙 𝑠 = −𝐥 ⋅ log
[ 3
∏

𝑖=1

∏

𝑄
𝐷𝜃𝑖𝑑

(𝜓𝑁𝑖 (𝐼𝑄))

]

(11)

where 𝐥 is the video label (pristine or fake), 𝐷𝜃𝑖𝑑
(𝜓𝑁𝑖 (𝐼𝑄)) denotes the

predicted label of the 𝑖th branch for the input with image quality
𝑄 ∈ {𝐻 , 𝐿} and FSD parameter 𝑁𝑖, where 𝑁1 is usually set to 1 to let
the first branch takes the original images as inputs, 𝜃𝑑𝑖 is the parameters
of the 𝑖th Deepfake detector. When testing on a video in the wild with
 single resolution version, the prediction 𝑙𝑝𝑟𝑒𝑑 of each frame 𝐼 is:

𝑙𝑝𝑟𝑒𝑑 = 𝑎𝑟𝑔 𝑚𝑎𝑥
[ 3
∑

𝑖=1
𝐷𝜃𝑖𝑑

(𝐼)

]

(12)

In addition, we utilize and combine the mechanism proposed in Sec-
tions 3.1.2 and 3.2.1 as the adversarial network. Since we use the image
airs as inputs, loss function 𝑗 𝑖𝑔 and 𝑑 𝑐 𝑙 are calculated both on the
utputs of the HD and LD images, where the ground truth of the Jigsaw
olver will not change because the shuffle pattern of each pair is the
ame, yet the labels of domain (i.e video definition) are opposite for
he pairs. Finally, the total loss of the model is:
𝑡𝑜𝑡𝑎𝑙 = 𝑐 𝑙 𝑠 + 𝜆𝑑 𝑠𝑡𝑑 𝑠𝑡 − 𝜆𝑗 𝑖𝑔𝑗 𝑖𝑔 − 𝜆𝑑 𝑐 𝑙𝑑 𝑐 𝑙 (13)
5 
where 𝜆𝑑 𝑠𝑡, 𝜆𝑗 𝑖𝑔 and 𝜆𝑑 𝑐 𝑙 are the corresponding positive weights of each
loss. The model parameters are optimized as follows:

𝑚𝑖𝑛
𝜃𝑑 ,𝜃 𝑎𝑚𝑎𝑥𝜃𝑠 ,𝜃𝑐

E𝐼∼𝑝𝑑 𝑎𝑡𝑎(𝐼)𝑡𝑜𝑡𝑎𝑙 (14)

where 𝜃𝑑 = {𝜃1𝑑 , 𝜃2𝑑 , 𝜃3𝑑} are the parameters of the Deepfake detectors;
𝑎 = {𝜃1𝑎 , 𝜃2𝑎 , 𝜃3𝑎} are the parameters of the Spatial Attention Modules;
𝑠 = {𝜃1𝑠 , 𝜃2𝑠 } are the parameters of the Jigsaw Solvers; 𝜃𝑐 = {𝜃1𝑐 , 𝜃2𝑐 , 𝜃3𝑐 }

are the parameters of the Domain Classifiers.

4. Experiments

4.1. Datasets and metrics

Datasets. We use FaceForensics++ (FF++) [4] and Celeb-DF v2 (CDF)
[5] for the Deepfake detection experiments, OULU-NPU [9] for the Face
Anti-Spoofing experiments. FaceForensics++ contains 1000 pristine
videos collected from YouTube and their corresponding manipulated
videos created by Deepfakes, FaceSwap, Face2Face [3], and NeuralTex-
tures [16]. Three definition levels of the videos are provided including
raw, c23 compressed version (HD), and c40 compressed version (LD).
Celeb-DF v2 is a challenging Deepfake dataset which contains 590
pristine videos and 5639 high visual quality Deepfake videos created by
improved Deepfake synthesis methods. OULU-NPU is a high-resolution
face attack database including photo print attack and video display
attack. It has four protocols to evaluate the generalization performance
of models. Specifically, Protocol I is designed to evaluate the general-
ization capacity of various environmental conditions; Protocol II use
unseen print and video-replay attack in the test set to evaluate the
robustness of the FAS methods; Protocol III examine the generalization
of the models on videos recorded with different smartphones; and
Protocol IV is the most challenging one with all above three factors
are considered (i.e. unseen environmental conditions, attacks and input
sensors). These datasets are chosen for the following reasons: (1) They
are all large-scale dataset, with millions of well generated fake faces
by various methods, hence the generalization capacity of our method
can be well tested; (2) Most of the previous works are based on these
datasets, hence we can conduct fair comparison with them under same
settings.

Metrics. In Deepfake detection experiments, we use video-level detec-
tion accuracy, frame-level detection accuracy and average detection
accuracy of HD and LD frames as the evaluation metric. In Face-
Anti Spoof experiments, following [9], we use the Attack Presentation
Classification Error Rate (APCER), Bona Fide Presentation Classification
Error Rate (BPCER), and Average Classification Error Rate (ACER) for
fair comparisons.

4.2. Settings

Data Preprocessing. We use face_recognition python library for face
detection and landmark detection. If the facial landmark detection fails,
we simply remove that frame to prevent wrong detection. If multiple
faces are detected in a single frame, we only choose the biggest one. All
the face images are resized to 300 × 300 before training and testing.
For FaceForensics++ dataset, we extract 270 faces from each video
and use the official splits (720 videos for training, 140 for validation,
and 140 for testing) to keep the same with the previous works for fair
comparison; For the Celeb-DF v2 dataset, we use the officially provided
raining and testing split and extract 100 face images from each video.
ince Celeb-DF v2 dataset have no official LD version provided, we

compress the videos in Celeb-DF v2 dataset to LD version (quality factor
is set to 40) by utilizing the codes in [4]. And we regard the raw videos
as the HD version.

Implementation Details. We choose the ImageNet pretrained Xcep-
tion [14] and as our backbone detector. Unless otherwise specified,
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Table 1
The detection accuracy (%) of Single-branch and Triple-branch networks. Triple-branch is the ensemble of three networks. FSD 𝑁 = 𝑥: Facial Structure Destruction with 𝑁 = 𝑥 is
applied. Jig: Adversarial Jigsaw Loss is applied.

Method Xception EfficientNet-b2

FF++ CDF FF++ CDF

HD LD HD LD HD LD HD LD

Single-branch 95.73 86.86 96.24 82.76 94.52 86.76 96.07 81.92
+ FSD 𝑁 = 2 95.79 86.94 96.33 83.04 94.75 86.92 96.18 82.21
+ FSD 𝑁 = 3 95.86 86.97 96.39 83.11 94.77 86.98 96.13 82.18
+ FSD 𝑁 = 3, Jig 95.98 87.05 96.84 83.30 94.96 87.02 96.39 82.54
Triple-branch 96.08 87.11 97.30 84.14 95.86 87.09 96.88 83.90
+ FSD 𝑁 = {1, 2, 3} 97.16 89.58 98.06 84.89 96.43 89.45 97.04 84.46
+ FSD 𝑁 = {1, 2, 3}, Jig 97.79 91.37 98.62 85.72 97.52 90.28 97.35 85.64
Fig. 5. The impact of different 𝑁 settings and different 𝜆𝑗 𝑖𝑔 settings on the LD version of Faceforensics++ dataset. For (a), experiments are conducted on Xception network
with 𝜆𝑗 𝑖𝑔 set to 0.1. w/ disorder score means that shuffle patterns are generated guided by the disorder scores and w/o disorder score means that shuffle patterns are randomly
generated. For (b), 𝑁 is set to {1, 2, 3} for all the models.
Fig. 6. Test accuracy on different augmented data. FSD, Jig’: Model trained with 𝜆𝑗 𝑖𝑔 = −0.1.
the weights of each loss function (i.e. 𝜆𝑑 𝑠𝑡, 𝜆𝑗 𝑖𝑔 , and 𝜆𝑑 𝑐 𝑙) are set to
1, 0.1, and 0.2. We use the Adam optimizer to train our models, the
learning rates are set to 3e-5, 3e-4, and 3e-3 for the Deepfake detector
(including the Spatial Attention Module), Domain classifier, and Jigsaw
solver respectively. The Domain Classifier is a 4-layer fully-connected
network and the Jigsaw Solver is a CNN including a 1 × 1 convolution
layer and a linear layer. We apply ReLU activation function to these two
modules. Our models are trained on the RTX 3090 GPU with batch size
set to 32 for up to 80 epochs. We choose the best models based on the
validation accuracy.
6 
4.3. Ablation study

The ablation studies in this subsection are conducted on the Face-
Forensics++ dataset and Celeb-DF v2 dataset. To verify the effective-
ness of our methods on different Deepfake detectors, we also conduct
experiments on the EfficientNet-b2 [30] network in this section.

4.3.1. Impact of high-level semantics reduction methods
Facial Structure Destruction and Adversarial Jigsaw Loss introduced

in Section 3.1 are the proposed high-level semantics reduction methods
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in our paper. We apply these mechanisms to the single detector and
triple-branch detectors respectively for our ablation study. All the
results are reported in Table 1. The results show that both mechanisms
can improve the performance on LD and HD videos, and the improve-
ment on LD videos is more significant than on HD videos. This means
our high-level semantics reduction methods are very suitable for LD
Deepfake detection. Also, our methods are effective on both datasets
and both backbone networks, this result demonstrates the universality
of our high-level semantics reduction methods.

Since the setting of 𝑁 is very important for our triple-branch net-
work, we test the impact of 𝑁 on the performance as shown in Fig. 5(a).
The experiments are conducted on the LD version of Faceforensics++
dataset using the Xception networks. The results show that setting 𝑁
to 1, 2, and 3 for each branch performs the best. Thus, our following
experiments will use this setting. Moreover, we test the performance
of using randomly generated shuffle patterns (i.e. w/o disorder score
in Fig. 5(a)) and compare with that using the patterns generated by
the proposed disorder score (i.e. w/ disorder score in Fig. 5(a)). The
results show that selecting shuffle patterns based on the disorder score
is obviously better than selecting randomly for the FSD operation. We
also notice that a too large 𝑁 setting (e.g. 3, 4, and 5) extremely
reduces the performance improvement, this is because the excessive
splitting and shuffling may cause the destruction of the critical textures
(i.e. Deepfake artifacts), making the detector hard to discriminate the
images.

We also test the impact of 𝜆𝑗 𝑖𝑔 on the performance as shown in
Fig. 5(b). The results show 𝜆𝑗 𝑖𝑔 = 0.1 is the best setting. To further show
the relationship between Deepfake detection and high-level semantics,
we set 𝜆𝑗 𝑖𝑔 = −0.1 to let backbone detectors focus more on the spatial
information. In this setting, the optimization problem becomes:

𝑚𝑖𝑛
𝜃𝑑 ,𝜃𝑎

𝑚𝑎𝑥
𝜃𝑐

E𝐼∼𝑝𝑑 𝑎𝑡𝑎(𝐼)𝑡𝑜𝑡𝑎𝑙 (15)

𝑚𝑖𝑛
𝜃𝑠

E𝐼∼𝑝𝑑 𝑎𝑡𝑎(𝐼)𝑡𝑜𝑡𝑎𝑙 (16)

this ensures the jigsaw solver always tries to minimize 𝑗 𝑖𝑔 . In this
case, the performance of the detector drops compared to the base-
line (88.39% vs. 89.58% for Xception and 88.24% vs. 89.45% for
EfficientNet-b2), proves that focusing on the high-level semantics is
inappropriate for Deepfake detection. Besides, we notice that when 𝜆𝑗 𝑖𝑔
is too large (i.e. 𝜆𝑗 𝑖𝑔 = 0.5 in Fig. 5((b)), the performance also drops
compared with the baseline. We experimentally find in this scenario,
it will be extremely hard for the jigsaw solver to predict the shuffle
pattern (i.e. the jigsaw solving loss of the jigsaw solver is always high).
In This situation, the jigsaw loss generates unstable gradients, leading
to a decline in the performance.

To further verify the robustness of our methods in complex sit-
uations (e.g. incomplete faces or warped frames), we apply random
erasing, random rotation and random perspective to the testing images
(training images are not augmented) in the NeuralTextures dataset to
simulate these situation. Other subsets of FaceForensics++ dataset are
not introduced to reduce the influence of other factors. We choose
Xception network as the backbone. The degree of the augmentation
is controlled by a parameter 𝑝 (for erasing, 𝑝 is the erase scale; for
rotation, 𝑝 is the maximum rotation degree; for perspective, 𝑝 is the
distortion scale) and record the changes of detection accuracy under
different 𝑝 settings. The results shown in Fig. 6 demonstrate that our
methods, including FSD and Adversarial Jigsaw Loss, can effectively
improve the robustness comparing to the baseline (Triple-Xception).
Results also show that the robustness degrades when the model is
focused on the high-level semantics by minimizing the jigsaw loss (FSD,
Jig’, i.e.  is set to −0.1, same as in Fig. 5(b)).
𝑗 𝑖𝑔

7 
Fig. 7. Detection accuracy on the FaceForensics++ dataset with different compression
factors.

4.3.2. Impact of cross-domain training methods
This section investigates the impact of our cross-domain learning

strategies: Domain Generalization and Spatial Attention Distillation. We
use the triple-branch models trained with semantics reduction methods
as baselines and conduct the ablation study on the mixing dataset with
both HD and LD version data are included. The models are trained on
different domains (i.e HD, LD and Mixed) and tested on each domain
respectively. The results are reported in Table 2. The results show that
Deepfake detectors trained only on LD videos can be applied to the
HD video detection with minor performance drop. The same model
trained only on HD videos can achieve superior detection accuracy on
HD videos, but perform very poorly on LD videos, leading to a low
average accuracy. Simply mixing the HD and LD videos for training
can lead to better average accuracy, but the HD and LD accuracy are
lower than those trained on data with a single domain due to the do-
main gap. The results demonstrate our domain generalization method
effectively prevents the accuracy degradation of LD videos and thus
improves the average accuracy. And our Spatial Attention Distillation
further improves the performance on multi-definition videos. Besides,
the significant improvement on both datasets (i.e. FaceForensics++
and Celeb-DF) and both backbones (i.e. Xception and EfficientNet-b2)
proves that our Cross-Domain Training Methods can be generalized to
different practical application scenarios.

4.4. Performance comparison

Deepfake detection on LD videos. In this section, we compare our
method with previous Deepfake detection methods on the LD version
of each subset of the FaceForensics++ [4] dataset. Each experiment is
conducted on one of the subsets. Following [35], we use 720 videos
with 270 frames sampled each for network training. Since most of the
previous methods only report results trained and tested on a single
version of the FaceForensics++ data (HD or LD), in this section, we
remove the cross-domain training methods (i.e. Domain Generalization
and Spatial Attention Distillation) from our model to avoid introducing
extra data. The frame-level and video-level results are shown in Table 3.
For video-level detection, we simply use the average result of each
frame as the video Deepfake detection result. Our method is com-
petitive with the previous state-of-the-art methods and achieves most
significant improvement on the most challenging NeuralTextures [16]
subset.

Results in Table 3 also show that method using frequency-based
features [35] also performs well on the LD videos, this is because: (1)
extracting frequency-based features can also force the network focus
on the discriminative low-level textures; (2) these frequency-based
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Table 2
Cross-domain performance. Mixed videos: the model trained on the mixture of HD and LD videos. DG: adversarial domain generalization loss is utilized. SAD: Spatial Attention
Distillation. Best results are bold.

Method Xception EfficientNet-b2

FaceForensics++ Celeb-DF FaceForensics++ Celeb-DF

HD LD Avg HD LD Avg HD LD Avg HD LD Avg

on LD videos 85.01 91.37 88.19 80.48 85.72 83.10 84.80 90.28 87.54 80.16 85.64 82.90
on HD videos 97.79 63.46 80.63 98.62 68.39 83.51 97.52 62.95 80.24 97.35 67.72 82.54

on Mixed Videos 93.26 89.06 91.16 93.55 83.93 88.74 93.11 88.79 90.95 93.40 83.88 88.64
+ DG 96.07 90.16 93.12 97.76 84.62 91.19 96.03 88.90 92.47 96.76 84.22 90.49
+ SAD 96.62 90.33 93.48 98.01 84.41 91.21 96.44 88.93 92.69 96.64 84.49 90.57
+ DG, SAD 96.88 90.86 93.87 98.29 85.04 91.67 96.78 89.27 93.03 96.98 85.17 91.08
Table 3
Frame-level and video-level detection accuracy (%) comparing with the previous methods on the LD (c40 compressed) version subsets of the FaceForensics++ dataset and Celeb-DF
v2 dataset. Best results are bold.

Method DeepFakes Face2Face FaceSwap NeuralTextures Celeb-DF

Frame Video Frame Video Frame Video Frame Video Frame Video

Steg.Features [31] 67.00 – 48.00 – 49.00 – 56.00 – – –
LD-CNN [32] 75.00 – 56.00 – 51.00 – 62.00 – – –
Cons. Conv [33] 87.00 – 82.00 – 74.00 – 74.00 – – –
Cus. Pool. [34] 80.00 – 62.00 – 59.00 – 59.00 – – –
MesoNet [11] 90.00 – 83.00 – 83.00 – 75.00 – 72.62 73.36
Xception [14] 96.01 97.14 93.29 94.50 94.71 96.07 79.14 86.07 81.92 83.98
F3-Net [35] – 98.62 – 95.84 – 97.23 – 86.01 – –
SlowFast [36] – 97.53 – 94.93 – 95.01 – 82.55 – –
S-MIL [19] – 97.14 – 91.43 – 94.64 – 86.79 – –
S-MIL-T [19] – 96.79 – 91.07 – 96.07 – 88.57 – –
STIL [20] – 98.21 – 92.14 – 97.14 – 91.78 – –
Frame-Temporality [23] – 94.64 – 85.27 – 86.48 – 80.05 – 80.74
PRRNet [24] 95.63 – 90.15 – 94.93 – 80.01 – – –
Triple-Xception 96.01 97.86 93.42 94.64 96.20 96.43 81.54 87.86 82.26 85.14

Ours 96.99 99.29 93.56 95.00 96.79 97.86 84.47 92.14 85.72 90.32
s
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Table 4
Frame-level detection accuracy comparing with the previous methods on the complete
FaceForensics++ dataset. For a fair comparison, we conducted a horizontal comparison
mong methods based on the same backbone. Best results are bold.
Method Publication LD (c40) HD (c23)

Transformer-based Methods
TALL-Swin [37] ICCV’23 92.82 98.65
F2-Trans-S [38] TIFS’23 90.14 98.14
F2-Trans-B [38] TIFS’23 90.57 98.71

CNN-based Methods
Steg.Features [31] TIFS’12 55.98 70.97
LD-CNN [32] IH&MMSec’17 58.69 78.45
Cons. Conv [33] IH&MMSec’16 66.84 82.97
Cus. Pool. [34] WIFS’17 61.18 79.08
MesoNet [11] WIFS’18 70.47 83.10
Xception [14] CVPR’17 86.86 95.73
Xception-ELA [39] AAAI’21 79.63 93.86
F3-Net [35] ECCV’20 90.43 97.52
PRRNet [24] PR’21 96.15 86.13
Multi-Attention [7] CVPR’21 86.95 96.37
Triple-Xception – 87.11 96.08
Ours – 91.37 97.79

features are robust to the video compression. However, comparing
with [35], our method has following advantages: (1) By High-level
Semantics Reduction methods, our method can also achieve promising
performance on the LD videos with less time consumption (detailed in
Section 6); (2) Our method performs better on the cutting-edge Deep-
fake manipulation methods (e.g. NeuralTextures) by focus more on the
fine artifacts hiding in low-level textures; (3) By utilizing Cross-Domain
Training methods, our method can be applied to cross-definition videos
and running at a real-time speed, thus our method is more suitable for
practical usage.

To compare with more state-of-the-art methods and test the detec-
ion capacity of our method on various manipulation methods, we also
 o
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train ad test our method on the complete FaceForensics++ dataset, the
results in accuracy on the HD (c23 compressed version) and LD (c40
compressed version) version are reported in Table 4 respectively. The
results show our method is also promising on the complete FaceForen-
ics++ dataset, and the improvement is more significant on the LD

videos than on the HD videos.

Deepfake detection on cross-definition videos. In practice, the defi-
nition and manipulation type of the videos are diverse. Hence, we use
the FaceForensics++ benchmark [4] to evaluate our model. With 1000
additional video frames that are randomly compressed and manipu-
ated by different methods, FaceForensics++ benchmark is a publicly

available automated benchmark that provides a standardized compari-
son of different approaches on cross-definition and cross-manipulation
videos. We trained our model on the full HD and LD version FaceForen-
sics++ Dataset by 𝑡𝑜𝑡𝑎𝑙 and choose the best model on the validation set
to run the benchmark. Compared with the published work, our result
is reported in Table 5. We achieve the great performance improvement
compared with the baseline methods.

To further verify the robustness of our method on unseen definition
evels and compare it with other baseline methods, we conduct experi-
ents on the FaceForensics++ dataset that was compressed by different

ompression factors. The model used for experiments is trained on
he training set mixed by c23 (HD) and c40 (LD) videos, the results
re shown in Fig. 7. The results show that all the tested methods
ave promising detection performance when the compression factor is
ower than the highest factor used during training (i.e. c40). And our
ethod achieves significant performance improvement compared with

he baseline methods. However, the performance significantly drops
hen the compression factor is higher than the highest factor used
uring training. To address this, we can use the videos compressed
y the highest compression factor (e.g. c50 for the h.264 standard) to
nsure that the proposed method can effectively detect Deepfake videos

n all the possible video definitions.We also conduct experiments on the
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Table 5
Results of the FaceForensics++ automated benchmark.

Method Accuracy (%)

DeepFakes Face2Face FaceSwap NeuralTextures Real Total

Steg. Features [31] 73.64 73.72 68.93 63.33 34.00 51.80
LD-CNN [32] 85.45 67.88 73.79 78.00 34.40 55.20
Cus. Pool. CNN [34] 85.45 64.23 56.31 60.07 50.00 58.10
Cons. Conv [33] 84.55 73.72 82.52 70.67 46.20 61.60
MesoNet [11] 87.27 56.20 61.17 40.67 72.60 66.00
Xception [14] 96.36 86.86 90.29 80.67 52.40 70.10
LTW [40] 43.60 48.90 61.20 26.00 82.40 62.90
Triple-Xception 93.60 79.60 81.60 84.00 52.80 68.60

Ours 97.30 91.20 99.00 90.70 52.40 73.20
Table 6
Comparison of the time consumption.

Methods Time consumption

Data preprocessing Model reasoning Total

Xception [14] – 7.2 ms/frame 7.2 ms/frame (138.89FPS)
F3-Net [35] 1586 ms/frame 17.6 ms/frame 1603.6 ms/frame (0.62FPS)
Ours 2.4 ms/frame 23.5 ms/frame 25.9 ms/frame (38.61FPS)
c
c
d
p

Table 7
Detection accuracy comparing with the previous methods on
the Deeperforensics dataset..

Method Accuracy (%)

Xception [14] 84.5
Multi-task [41] 77.7
FWA [42] 50.2
Face X-ray [43] 89.3

Ours 89.3

Table 8
The results of testing on four protocols of OULU-NPU.

Prot. Method APCER(%) BPCER(%) ACER(%)

1

GRADIANT [44] 1.3 12.5 6.9
Auxiliary [45] 1.6 1.6 1.6
FaceDs [46] 1.2 1.7 1.5
FAS-TD [47] 2.5 0.0 1.3
DeepPixBiS [48] 0.8 0.0 0.4
CDCN++ [49] 0.4 0.0 0.2
Ours 3.7 1.4 2.5

2

DeepPixBiS [48] 11.4 0.6 6.0
FaceDs [46] 4.2 4.4 4.3
Auxiliary [45] 2.7 2.7 2.7
GRADIANT [44] 3.1 1.9 2.5
FAS-TD [47] 1.7 2.0 1.9
CDCN++ [49] 1.8 0.8 1.3
Ours 3.4 1.3 2.4

3

DeepPixBiS [48] 11.7 ± 19.6 10.6 ± 14.1 11.1 ± 9.4
FAS-TD [47] 5.9 ± 1.9 5.9 ± 3.0 5.9 ± 1.0
GRADIANT [44] 2.6 ± 3.9 5.0 ± 5.3 3.8 ± 2.4
FaceDs [46] 4.0 ± 1.8 3.8 ± 1.2 3.6 ± 1.6
Auxiliary [45] 2.7 ± 1.3 3.1 ± 1.7 2.9±1.5
CDCN++ [49] 1.7 ± 1.5 2.0 ± 1.2 1.8 ± 0.7
Ours 1.6 ± 1.6 1.5 ± 1.7 1.5 ± 1.7

4

DeepPixBiS [48] 36.7 ± 29.7 13.3 ± 14.1 25.0 ± 12.7
GRADIANT [44] 5.0 ± 4.5 15.0 ± 7.1 10.0 ± 5.0
Auxiliary [45] 9.3 ± 5.6 10.4 ± 6.0 9.5 ± 6.0
FAS-TD [47] 14.2 ± 8.7 4.2 ± 3.8 9.2 ± 3.4
FaceDs [46] 1.2 ± 6.3 6.1 ± 5.1 5.6 ± 5.7
CDCN++ [49] 4.2 ± 3.4 5.8 ± 4.9 5.0 ± 2.9
Ours 5.6 ± 3.6 3.2 ± 8.5 4.4 ± 1.9

Deeperforensics dataset [52] to test the performance of our methods
n compressed cross-definition videos. We report the accuracy and
ompare it with previous methods in Table 7. The results demonstrate
hat our method is also effective on this real-world dataset.
9 
Table 9
Cross-method evaluation: Generalization performance on Celeb-DF (AUROC%) after
training on FaceForensics++ dataset.

Method FF++ [4] Celeb-DF [5]

Two-stream [50] 70.10 53.80
Meso4 [11] 84.70 54.80
Mesolnception4 [11] 83.00 53.60
FWA [42] 80.10 56.90
Xception-raw [5] 99.70 48.20
Xception-c23 [5] 99.70 65.30
Xception-c40 [5] 95.50 65.50
Multi-task [41] 76.30 54.30
Capsule [13] 96.60 57.50
DSP-FWA [42] 93.00 64.60
Two Branch [51] 93.18 73.41
F3-Net [35] 98.10 65.17
EfficientNet-B4 [30] 99.70 64.29
Multi-Attention [7] 99.80 67.44

Ours 99.82 67.26

4.5. Running speed

To prove that our proposed method is suitable for the practical
usage, we test the running speed, including the data preprocessing step
(i.e. FSD operation in our method) and the model reasoning step of
our proposed method, on our experimental platform (equipped with an
i9-10900k CPU and a RTX 3090 GPU) and compare with the baseline
model (i.e. Xception [14]) and the F3-Net [35] (a state-of-the-art). The
results are shown in Table 6. Results show that our proposed method
an run in a real-time speed so is competent for practical usage. And
omparing with other texture focused methods based on frequency-
omain features (e.g. FAD and LFS feature used in F3-Net), our FSD
reprocessing is much more rational in time consumption.

4.6. The extension of our method to anti-spoofing

Our high-level semantics reduction method is effective in encour-
aging the backbone networks to focus on texture information. Thus it
can be applied to other computer vision tasks where low-level texture
information is also important, like Face Anti-Spoofing (FAS). Similar to
the Deepfake detection, FAS also needs detectors to detect fake faces
from the videos, yet the fake faces here are not generated by neural
networks, but by manual committed presentation attacks like photo
prints, video display and 3D masks. For the print attack and display

attack, high-level semantics including facial structure is useless like
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Deepfake detection, and all the attack clues are hidden in the texture
nformation. Thus our method can be perfectly utilized. We train our
roposed model without 𝑑 𝑐 𝑙 and 𝑑 𝑠𝑡 on all four protocols of the
ULU-NPU [9] dataset. The test results are reported and compared
ith previous FAS methods in Table 8. The results show our method

is competitive with these previous work on FAS, and we even achieve
the state-of-the-art results on the challenging protocol 3 and 4, which
proves our proposed model can extract consistent texture features
between different sessions and cameras.

4.7. Cross-method evaluation

In Table 9, we conduct a cross-method evaluation by training the
model on the FaceForensics++ dataset and testing it on the Celeb-

F dataset. This setup assesses the model’s ability to generalize across
different datasets and methods, effectively addressing the cross-method
testing concerns. The results demonstrate the model’s robustness in
andling variations in data from different sources, validating its appli-
ability in diverse deepfake detection scenarios.

5. Conclusions and future work

5.1. Advantage

In this paper, we propose four mechanisms that improve the robust-
ess to the video compression of existing Deepfake detectors to improve
heir performance on low-definition videos and multi-definition videos.
t means our method can work better on the videos in the wild than the

competitors. Extensive experiments demonstrate our high-level seman-
tic reduction method is effective in forcing the backbone networks to
ocus on the low-level texture information, thus it can be well applied
o other similar tasks like Face-Anti Spoofing. We achieve state-of-the-
rt performance on the most challenging LD NeuralTextures subset of
he FaceForensics++ [4] dataset and the FaceForensics++ automated

benchmark.

5.2. Limitation and future work

Our main focus in this paper is to enhance the Deepfake detection
performance on low definition and cross-definition videos, which is
great practical significance for the general video forensics on the in-the-
wild internet videos. However, the Deepfake detection on these videos
faces another critical issue, that is the Deepfake detectors trained on
pecific types of manipulated videos cannot generalize to other manip-
lation types well [43]. To quantitatively analyze the generalization

capacity of our method, we train a model on the complete FaceForen-
sics++ dataset [4] and test it on the Celeb-DF dataset [5]. As the results
shown in Table 9, though our work achieves significant improvement
on the generalization capacity compared with the baseline Xception
model (67.26% vs. 65.50%), the performance is still not competent
for practical application. Incorporating adversarial losses, specifically
Adversarial Jigsaw Loss and Domain Classification Loss, introduces
additional complexity into the training process of our model. The
minimax optimization problem inherent in adversarial training can lead
to challenges such as training instability and oscillations, especially
if the adversarial components do not converge smoothly. To address
these issues, we implemented several strategies: careful balancing of the
adversarial losses relative to the primary classification loss, alternating
ptimization akin to techniques used in GANs, and a gradual warm-

up phase to introduce adversarial losses progressively. Despite these
easures, the training process remains sensitive to hyperparameter

tuning. Our experiments, conducted over approximately 20 h on an
RTX 3090 GPU (with a computational cost of 246.24 × 109 FLOPs),
indicate that while the adversarial losses add complexity, they signifi-
antly enhance the model’s robustness and generalization capabilities.

Hence our future work will focusing on the Deepfake detection of
arious manipulation methods, and develop detector which is not only

robust on the definition of the videos but also is available on different

manipulation methods.
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