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Abstract. Different from English processing, Chinese text processing
starts from word segmentation, and the results of word segmentation will
influence the outcomes of subsequent processing especially in short text
processing. In this paper, we introduce a novel method for Short Text
Information Retrieval based Chinese Question Answering. It is developed
from the Discernibility Matrix based Rules Acquisition method. Based
on the acquired rules, the matching patterns of the training QA pairs
can be represented by the reduced attribute words, and the words can
also be represented by the QA patterns. Then the attribute words in
the test QA pairs can be used to calculate the matching scores. The
experimental results show that the proposed representation method of
QA patterns has good flexibility to deal with the uncertainty caused
by the Chinese word segmentation, and the proposed method has good
performance at both MAP and MRR on the test data.

Keywords: Question Answering · Information Retrieval · Rough Set ·
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1 Introduction

Question Answering System (QA System) is one of the most recent research
topics in Natural Language Processing (NLP). Most of the existing QA systems
are based on one of these two architectures: one is Knowledge based Question
Answering (KBQA), and the other is Information Retrieval (IR) based Question
Answering (IRBQA). KBQA system generates answering based on the given
knowledgebase, while IRBQA searches for the best matching sentence or docu-
ment from a given list of sentences or documents and returns the matched item
as the answering. Because of the difficulty of both knowledgebase construction
and text generation, IRBQA is more widely used than KBQA [1,2].

The technology of English Question Answering has been developed well, while
the research on Chinese Question Answering still faces a lot of difficulties, espe-
cially in Chinese Short Text Question Answering. One of the reasons is that
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Chinese text processing starts from word segmentation, and the results of word
segmentation will influence the outcomes of subsequent processing. One of the
influences is that the wrong segmentation will reduce the count of the similar
words between the question and candidate items, and then reduce the similarity
between them. Another is that different word segmentation principles and Chi-
nese abbreviation will also cause the decreasing of the similar words, for example,
in some context, the Chinese proper noun “People’s Square” is not similar with
the word “People”, while the proper noun “Baidu Company” is similar with
“Baidu”. In English, sometimes this kind of proper nouns can be recognized by
capital letters, while in Chinese, all the Chinese characters are without grammat-
ical marker. Since each word of a short sentence text takes a large proportion,
the semantic representation of the uncertain word segmentation parts plays an
important role in the process of QA matching.

In this paper we will introduce a novel method for Short Text and Infor-
mation Retrieval based Chinese Question Answering. Based on the Rough Set
Theory and Discernibility Matrix based Rules Acquisition method, the match-
ing patterns of the training QA pairs can be represented as rules by the reduced
attribute words, and the words can also be represented by the QA patterns. Then
the attribute words in the test QA pairs can be used to calculate the matching
scores. The experimental results show that the proposed representation method
of QA patterns has good flexibility to deal with the uncertainty caused by the
Chinese word segmentation, and the proposed method has good performance at
both MAP and MRR on the test data.

The remainder of the paper is represented as follows: Sect. 2 introduces
related works, and Sect. 3 introduces the training processing of system, such like
rules acquisition and attribute vector representation. Section 4 introduces the
method of matching QA patterns by a trained QA system. Section 5 describes the
experiment details and presents the experimental results and analysis. Section 6
is the conclusion and future work.

2 Related Works

Rough Set Theory [10,11] is one of the most popular Granular Computing [13,14]
models and can be used to deal with uncertainty problems. In Rough Set Theory,
a decision table [12] is defined as Formula (1).

DecisionTable = {U,A = C ∪ D,V, f} (1)

In a decision table, U is a finite nonempty set of objects, and A is a finite
nonempty set of attributes of the objects. A is divided into two subsets, where one
is the set of condition attributes and the other is the set of decision attributes.
V is a nonempty set of values of all the attributes, and f : U × A → V is
the function that maps an object of U by a attribute of A to a value of V . If
there are two objects having the same values of all the condition attributes but
their decision attribute values are different, the decision table is inconsistent;
otherwise it is consistent.
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Based on a decision table, we can get its POSc(D) by Formula (2) and (3).
POSC(D) is called a positive region of the partition U/D with respective to C,
and is a set of all elements of U that can be uniquely classified to blocks of the
partition U/D, by means of C. C∗X is called the C − lower region of X, and
C(x) is the equivalence class containing an element x.

POSC(D) =
⋃

X∈U/D

C∗X (2)

C∗X = {x ∈ U |C(x) ⊆ X} (3)

Sometimes not all the condition attribute are necessary. If a condition
attribute c ∈ C satisfies Formula (4), c is not necessary and can be reduced.

POS{C−c}(D) = POSC(D) (4)

A lot of Rough Set Theory based methods have been proposed for attribute
reduction [3–5]. Our proposed method for QA system is developed from the dis-
cernibility matrix theory [6,7]. The classical discernibility matrix is a |U | × |U |
matrix, and its element M(x, y) defined as Formula (5). Based on the discerni-
bility matrix, we can get the discernibility function by Formula (6).

M(x, y) = {a|a ∈ A, f(x, a) �= f(y, a)} (5)

df(M) = ∧{∨(M(x, y))|M(x, y) �= ∅} (6)

In traditional IR, the key words are input by users. Different from IR, the
input of IRBQA is natural language sentence. The QA system must abstract the
key words from the sentence and then match the most related answers. A lot of
works have been done for different English and Chinese QA applications [15,16].
Because of different applications and its corpus or knowledgebase, the method of
generating answers is also different, but commonly the QA process is matching
the QA pairs by topic similarity. The topic similarity can be measured using the
cosine similarity method of word vector representation. In recent years, many
word vectorization have been proposed such like VSM [17], LSI [19], LDA [18],
Word2Vec [20], and there are also some text similarity related works based on
Rough Set method [22,23].

3 Rules Acquisition and Attribute Vectorization

In this section, we will introduce the training processing of our method, includ-
ing rules acquisition of Chinese QA sentences and vector representations of the
attribute words. The attribute word representations are based on the rules,
and the representations will be used for matching QA patterns in the testing
processing.
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3.1 Rules Acquisition of Chinese QA Sentences

Given one question and m labeled candidate items (all the sentences have been
segmented into words, the label means whether the item can be used as a answer
of the question or not), we first construct a dictionary of all the words of the
question and the items. For convenience, we name the item which can match
the question as Positive Sentence (PS), and the other Negative Sentence (NS).
We name the set of all the PS as Positive Sentence Set (PSS) and the other
Negative Sentence Set (NSS). After we get the dictionary, we first remove the
words which appear only in the NSS, and also remove some Chinese stopwords.
This pre-filtering step will help reduce the dimension and accelerate the following
attribute reduction and rules acquisition, and can also make each of the final
rule attribute words appear at least once in a PS or the question.

Table 1. Question Answering Matching System (QAMS)

Item/question w1 w2 wn Decision label

I1 v11 v12 . . . v1n v1l

I2 v21 v22 . . . v2n v2l

. . . . . . . . . . . . . . . . . .

Im vm1 vm2 . . . vmn vml

Question vq1 vq2 . . . vqn vql

Using the dictionary of n words, we can construct a small Question Answering
Matching System (QAMS) for the question and its candidate items, like Table 1.
We define this small decision system as QAMS = {U = I ∪ Q,A = W ∪ D,V =
1, 0, f}. I = {I1, I2, . . . , Im} is the candidate items set, and Q is a set with
only one question in it. W = {w1, w2, . . . , wn} is the word attribute set (the
dictionary), and D is the decision attribute set with only the matching label
attribute in it. The function f(u, a) is defined as Formula (7).

f(u ∈ U, a ∈ A) =

⎧
⎪⎨

⎪⎩

1, if a ∈ D and u ∈ PSS ∪ Q;
or if a ∈ W and a ∈ u

0, the other
(7)

The function f : U × A → V means that if an attribute word appears in an
item or the question, and the attribute value equals 1, or if the item is a PS or
the question, its decision attribute value is 1. Then we need to mining the rules
in the QAMS. Since for QA system, we only need to concern about the rules for
question and its PSS. Then the discernibility matrix of the QAMS is a x × y
matrix, x = |PSS|+ |Q|, y = |NSS|. The values of the QA Discernibility Matrix
(QADM) is defined as Fomular (8) and (9).

Dset(up, un) =
{a|a ∈ W,un ∈ NSS, up ∈ PSS ∪ Q, f(up, a) �= f(un, a)} (8)
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QADM(up, un) =

{
Dset(up, un), if |Dset(up, un)| > 0
{a|a ∈ up}, the other

(9)

The discernibility function of the QADM is defined as Fomular (10).

df(QADM) =
∧ {∨(QADM(up, un))|un ∈ NSS, up ∈ PSS ∪ Q,QADM(up, un) �= ∅}

(10)
In the function expression of QADM , ∨(QADM(up, un)) is the disjunction of

all attributes in QADM(up, un) and ∧{∨(QADM(up, un))} is the conjunction
of all ∨(QADM(up, un)). When up and un is inconsistent, that is to say, all
of their attribute words are the same, we will set the value of QADM by the
attributes of up. The original corpus of QA system is consistent theoretically.
However, there are two reasons for this definition: one is that it can avoid the
error case of the mislabeled items in the corpus, and the other is that after the
pre-filtering step the consistent QAMS may turn to inconsistent.

Table 2. An example of a QAMS

Item/question w1 w2 w3 w4 Decision label

I1 0 0 1 1 1

I2 1 0 1 0 1

I3 0 1 1 1 0

I4 0 1 0 1 0

Question 1 1 1 1 1

A QAMS example is showed in Table 2 and its QADM is showed in Table 3.
The example QAMS is with 4 attribute words and 4 candidate items. 2 of
the 4 candidate items are PSs. The QADM of it is a 3 × 2 matrix. Based on
Formula (10) we can get the discernibility function, showed in Formula (11).
The result of Formula (11) means that a question and its PSs can be discerned
from the NSs by the words w1 and w2.

df(M) = (w2) ∧ (w2 ∨ w3)
∧ (w1 ∨ w2 ∨ w4) ∧ (w1 ∨ w2 ∨ w3 ∨ w4)
∧ (w1) ∧ (w1 ∨ w3)

= (w1) ∧ (w2)

(11)

If the result is like (w1 ∨ w3) ∧ (w2), that means the discernibility rules can
be w1 and w2, or can be w3 and w2.
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Table 3. The QADM of the QAMS in Table 2

I3 I4

I1 {w2} {w2, w3}
I2 {w1, w2, w4} {w1, w2, w3, w4}
Question {w1} {w1, w3}

3.2 Vector Representation of Attribute Word

Given a set of questions and their labeled candidate items, we can get all of their
QAMSs, reduced attributed words and rules. Based on the reduced attribute
words and the acquired rules, each of the attribute words can be represented as
list of vectors. The vector unit v is defined as Formula (12). NO.(QADM) is the
number label of the QADM , Len(dfQADM ) is the sum count of all conjunction
elements in the final result of the discernibility function, and NO.(wdf ) is the
number label of the conjuncted element of the final result in which the word
appears. T (wdf ) is the tag whether the word is appeared in the question or
candidate items or both of them.

v = [NO.(QADM), Len(dfQADM ), NO.(wdf ), T (wdf )] (12)

After we trained a set of questions and its labeled candidate items, all the
attribute words can be represented like Formula (13). In this Formula, θ is the
appearance times of the attribute words in all the QADM of the corpus.

WV = [v1, v2, . . . , vθ] (13)

For example, if the QAMS is the second one of the whole training corpus and
the word w1 and w2 does not appears in other QAMSs, based on Formula (11)
the word w1 can be represented as Formula (14) and the word w1 can be repre-
sented as Formula (15). The ellipsis is the cases of the word appearance vectors
in other QAMSs.

WVw1 = [ [2, 2, 1, {’Q’,’PSS’}] , . . .] (14)

WVw2 = [ [2, 2, 2, {’Q’}] , . . .] (15)

The attribute words and the acquired rules can be treated as a kind of QA
sentence patterns, and NO.(QADM) can be treated as the QA pattern number.
However, the model lacks the topic information of the QA. So when it comes to
practical application, it must be used at the same time with some topic similarity
model.

4 Method of Matching QA Patterns

We can get a dictionary with all the attribute words represented by
Formula (13). Then when a test question and an unlabeled candidate item are
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given, we can get two list of word vector elements from the attribute words
appears in the two word sequence: V Lq = [v1, v2, . . .] and V LIi = [v1, v2, . . .].
The next step is to count up the QA pattens and measure their completeness.
But before that we must do some preliminary reduction.

At the reduction step, there are two kinds of processing choices. One is that
we need to concern the word vector element tag T (wdf ), that means, for example,
if a word appears only in the question, and one of its vector tag means it appears
only in the NSS in a QA pattern of the train corpus, we must remove it from
V Lq. That means we treat strictly that in one QA pattern, the word role of it
should not be exchanged. The other processing choice is that we just ignore the
tags and we consider that sometimes the words among question and candidate
items can be exchanged and will not change the semantic too much.

Table 4. An example of the middle dictionary of the patterns

NO.(QADM) vlist Len(dfQADM ) vlistlength CQADM

36 {[36, 4,2, {‘Q’}], [36, 4,1, {‘PSS’}]} 4 2 0.5

53 { [53, 1,1, {‘Q’, ‘PSS’}] } 1 1 1

. . . . . . . . . . . . . . .

182 {[182, 4,2, {‘Q’}] } 4 1 0

Then based on the NO.(QADM) we count up the pattern and its vector
elements (the same elements are counted only once). An example of the middle
dictionary of the patterns is illustrated in Table 4. Here we define the complete-
ness of a pattern (QADM) as Formula (16).

CQADM =

⎧
⎨

⎩

0, if vlistlength = 1 and Len(dfQADM ) �= 1
vlistlength

Len(dfQADM )
, the other

(16)

and the final completeness of the QA pairs is calculated by Formula (17).

C(q, Ii) =
∑

⋃
QADM |q,Ii

CQADM (17)

5 Experiment

The experiment is divided into two parts: one is on the sentence pattern similarity
and the other is on the text retrieval. As there are two choice at the reduction
step of the Matching method (with vector tags and without tags), we evaluate
both in the experiment. The first experiment is comparing the proposed method
with the word2vec pattern similarity method, and in the second experiment
it is compared with cosine similarity of LDA and LSI model. In the second
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experiment, the text similarity matching part of our method is the same as LDA
baseline.

Both the two experiments use the opensource corpus and toolkits of NLPCC-
ICCPOL2016 Shared Task (Evaluation Competition) [8]. The corpus contains a
train subset and test subset. The train set contains 8772 question texts, and the
test set contains 5997 questions. Each of the question is given a list of candidate
items and some of the items can be used as answers to the question. The train
set contains 181882 items and the test set contains 122531 items. The baseline
models of the experiments are constructed by Gensim Toolkit [9], and the word
segmentation of all the Chinese text is completed by the NLPIR (also named as
ICTCLAS) tool [21].

In our experiment, the evaluation metrics is the same with the competition:
Mean Average Precision (MAP) (see Formula (18) and (19)) and Mean Recip-
rocal Rank (MRR) (see Formula (20)).

MAP =
1

|Q|
|Q|∑

i=1

AveP (Ci, Ai) (18)

AveP (Ci, Ai) =

{
0, if min(m,n) = 0
∑n

k=1(P (k)·rel(k))

min(m,n) , the other
(19)

MRR =
1

|Q|
|Q|∑

i=1

1
ranki

(20)

Here is the explanation of MAP and MRR from the official document [8]: In
MAP formula, k is the rank in the sequence of retrieved answer sentences, m is
the number of correct answer sentences, and n is the number of retrieved answer
sentences. P (k) is the precision at cut-off k in the list. rel(k) equals 1 if the item
at rank k is an answer sentence, otherwise it equals 0. In MRR formula, ranki

is the position of the first correct answer in the generated answer set Ci for the
Qi, and if Ci doesn’t overlap with the golden answer Ai for Qi, 1

ranki
equals 0.

The experimental results are in Tables 5 and 6. In Table 5, the withtags ver-
sion of our method has best performance, but the withouttags version is not
unsatisfactory. In Table 6, both the two version of our method have improve the
performance of LDA baseline, and they all have better performance that LSI
baseline model.

Table 5. Results of sentence patterns similarity experiment

MAP MRR

W2Vcosine 0.4075 0.4081

DM (withtags) 0.4520 0.4525

DM (withouttags) 0.2923 0.2924



Chinese Question Answering System 247

Table 6. Results of QA retrieval experiment

MAP MRR

LDAcosine 0.6386 0.6392

LSIcosine 0.5372 0.5376

DM (withtags) 0.6464 0.6469

DM (withouttags) 0.6436 0.6440

The MAP and MRR results of the withtags version of our method are higher
than the withouttags version at both of the two experiments. It shows that at
this QA corpus, most of the attribute words have fixed roles in QA patterns. So
the final rule expressions acquired by the withtags version method can represent
more information of the QA patterns.

6 Conclusion

In this paper a novel method for short text and Information Retrieval based
Chinese Question Answering is proposed. It has good flexibility to deal with
the Chinese QA uncertainty by mining and representing QA pattern, and the
proposed method has good performance at both MAP and MRR on the test
data. The future work will focus on more QA experiments by other kinds of
feature selection and attribute reduction method based on Rough Sets and on
other Chinese and English QA corpus.
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