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Abstract. Skowron’s discernibility matrix is one of representative ap-
proaches in computing relative core and relative reducts, while redundant
information is also involved. To decrease the complexity of computation,
the idea of granular computing is applied to lower the rank of discernibil-
ity matrix. In addition, the absorptivity based on bit-vector computation
is proposed to simplify computation of relative core and relative reducts.
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1 Introduction

Reduction of Knowledge[1], one of crucial parts in rough set theory[5], plays a
very important role in the fields of knowledge discovery[4], decision analysis[6],
clustering analysis[2] and so on. The knowledge having been simplified can de-
crease the complexity of computing and improve the adaptability of knowledge
in certain extent.

Information Granulation[3] is helpful to problem solving. Observing things on
different levels of granularities, one can acquire various levels of knowledge, as
well as inherent knowledge structures, and then choose what he needs, which
can improve the efficiency of algorithm in reduction of knowledge.

One approach about reduction of knowledge proposed by Skowron, is named
discernibility matrix[7], a representative way in computing all the reduction of
attributes in knowledge representation system. However, it is on the basis of ob-
jects. As the number of objects increases, the computing process of the approach
is unimaginable, which, in fact, contains lots of redundant information.

In this paper, we use the idea of granular computing to eliminate the redun-
dant information in discernibility matrix. Thus, the workload is diminished, and
the space of storage is saved. In addition, a new kind of method called absorptiv-
ity, based on bit-vector, is also proposed to decrease the computing complexity
and could be easily operated by computer. An example is presented at the end
of the paper.
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2 Basic Conception

Decision table is a kind of important knowledge representation system. Most
decision problems can be expressed by it. So now we describe a decision table
to expatiate on the application in reduction of attributes by means of the idea
of granular computing. If we discuss the corresponding problems in information
table, we only need to weaken the relative core and relative reducts.

Definition 1. Decision Discernibility Matrix[7]. Let DT = (U, C
⋃

D, V,
f) is a decision table, where U is any nonempty finite set called a universe,U =
{x1, x2, · · · , xn} . Then we define

Mn×n = (cij)n×n =

⎡

⎢
⎢
⎢
⎣

c11 c12 · · · c1n

c21 c22 · · · c2n

...
...

. . .
...

cn1 cn2 · · · cnn

⎤

⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎣

c11 c12 · · · c1n

∗ c22 · · · c2n

...
...

. . .
...

∗ ∗ · · · cnn

⎤

⎥
⎥
⎥
⎦

as a decision discernibility matrix, where for ∀i, j = 1, 2, · · · , n

cij =

⎧
⎨

⎩

{a|(a ∈ C) ∨ (fa(xi) �= fa(xj))}, fD(xi) �= fD(xj);
∅, fD(xi) �= fD(xj) ∧ fC(xi) = fC(xj);
−, fD(xi) = fD(xj).

(1)

The definition of the discernibility matrix is very familiar to us, so the meaning
of cij would not be explained here. We just recite several necessary propositions.

Property 1. In a consistent decision table, the relative D core is equal to the
set which is composed by all the simple attribute (single attribute), namely

COREC(D) = {a|(a ∈ C) ∧ (∃cij , ((cij ∈ Mn×n) ∧ (cij = {a})))}. (2)

Property 2. Let ∀B ⊆ C,if satisfies the two conditions below: (1) For ∀cij ∈
Mn×n , when cij �= ∅, cij �= −, always gets B

⋂
cij �= ∅ .(2) If B is relative

independent to D , then B is a relative reduct of the decision table.

From the upper statement, we can get the relative core and relative reducts.
But in fact, many elements in the original discernibility matrix are redundant.
It is unnecessary to compare with the objects which are in the same equivalent
classes, because the value of cij obtained in the discernibility matrix is either ”−”
or ∅. It occupies much storage space and increases the complexity of computing.

Definition 2. Discernibility Matrix Based on Information Granule. Let
DT =(U, C

⋃
D, V, f) be a decision table, U/IND(C)={Ei|∀Ei = [u]IND(c),

1 ≤ i ≤ m}, where the universe U is a nonempty finite set, U = {x1, x2, · · · , xn},
then we define
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MG
m×m = (rG

ij)n×n =

⎡

⎢
⎢
⎢
⎣

r11 r12 · · · r1m

r21 r22 · · · r2m

...
...

. . .
...

rm1 rm2 · · · rmm

⎤

⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎣

r11 r12 · · · r1m

∗ r22 · · · r2m

...
...

. . .
...

∗ ∗ · · · rmm

⎤

⎥
⎥
⎥
⎦

as the discernibility matrix based on the information granule, where for

∀i, j = 1, 2, · · · , m.

rG
ij =

⎧
⎨

⎩

{a|(a ∈ C) ∨ (fa(Ei) �= fa(Ej))}, fD(Ei) �= fD(Ej);
∅, fD(Ei) �= fD(Ej) ∧ fC(Ei) = fC(Ej)
−, fD(Ei) = fD(Ej).

(3)
In common situation,m � n, so we can reduce the rank of discernibility

matrix by the ideal of granular computing, then the work of computation can
be decreased. The approach is also suitable to the information table.

We just need replace the objects xi, xj with Ei, Ej , then the definition of the
discernible function (Boolean function) based on the information granule can be
obtained. Also we can prove easily:

1) The relative D core is equal to the set which is composed of all the simple
attribute (single attribute);
2) If B is a relative reduct of a decision table, it satisfies

(1) For ∀rG
ij ∈ MG

m×m, when rG
ij �= ∅, rG

ij �= −, always gets B
⋂

rG
ij �= ∅;

(2) If B is relative independent to D.

3 Absorptivity Based on Bit-Vector

Generally speaking, the process of obtaining core and reducts by discernibility
matrix always converses to find the minimal disjunction normal form. If the
number of the items is huge, the cost will be very large. Therefore we propose
an approach called absorptivity based on a bit operation in binary system to
simplify computing and save storage space. The unnecessary elements will be
deleted through absorptivity. The measure is benefit to operate on a large scale
of data or information, and can improve the efficiency of attributes reduction
algorithm.

Definition 3. Absorptivity Based on Bit-Vector. Given a discernibility
matrix based on information granule of a decision table, for any rG

ij ∈ Mm×m,
vG

ij = {•, •, · · · , •} represents a vector with the dimension of Card(C), where
every component is either ”1” or ”0”. If ai ∈ C ∧ ai ∈ rG

ij , then we let the ith be
”1”, else be ”0”; τ =

∑ • represents the rank of vij , we define

1) ∀al ∈ rG
ij , al /∈ rG

ks(i �= k ∨ j �= s). It means vG
ij and vG

ks are independent
to each other, and can not replace by each other, namely the values of their
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corresponding components are not all ”1” in vector expression. We record the
two different vectors;
2) ∃al ∈ rG

ij , al ∈ rG
ij(i �= k ∨ j �= s). It means vG

ij and vG
ks are relative to each

other. If τij < τks, then we replace vG
ks with vG

ij , it says vG
ij absorbs vG

ks; else vG
ij

is replaced by vG
ks, it says vG

ks absorbs vG
ij ; If τij = τks, we say they can replace by

each other, or absorb each other; If we append a criterion function(sort function)
to select attributes, we can choose the priority attributes judged by the function.

Through the absorptivity, we can find the relative core and relative reducts easily.
But there are some tips need to be noticed.

1) If we just need to get the relative core, then when vG
ij and vG

ks are relative to
each other and τij = τks, we need not record the different vector, the vector we
get at last is the relative core.
2) If we need to find all the relative reducts, then when vG

ij and vG
ks are relative

to each other and τij = τks, we can not drop the different vector. Because we
know the relative reduct is not unique, the different vectors also contain the
information about one relative reduct. At last all the vectors recorded consist of
a matrix, then we choose the ”1” in different rows and different columns, and
get all the relative reducts.

In the next paragraph, we illustrate how to use the absorptivity in detail.

4 Analysis

Example: We make an expatiation on the approach through a decision table(see
the bibliography[8]).
Solve: We get the relative core and the relative reduct of the decision table by
discernibility matrix of Skowron, then

M31×31 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−
− −

{a, d} {a} −
...

...
...

. . .
{a, b, c, d} {a, b, c, d} . . . . . . −
{a, b, c, d} {a, b, c, d} . . . . . . − −

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

According to the discernible function of discernibility matrix and traditional
absorptivity of logic operation, we get the conjunction normal formal. Then
the minimal disjunction normal formal of the conjunction normal formal of dis-
cernible function can be obtained by logic operation:

L∧(M) =
∧

cij �=∅∧cij �=−
(cij) = L∨(M) = (a ∧ c ∧ d).

Then the relative core and relative reduction of this decision table are {a, c, d},
that is REDD(C) = CORED(C) = {{a, c, d}}.
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In common situation, the relative core is unique, while the relative reduct
is not. The simplify process of logic operation upper will cause ”combination
explode” as the cardinal number of universe increases. Therefore, we improve
the efficiency of this algorithm by the ideal of granular computing and absorp-
tivity based on bit-vector. Then we can get the discernibility matrix based on
information granule, according to definition 2:

M13×13 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−
− −
− − −

{a, b, d} {a, d} . . . −
{a, b} {a} . . . −

...
...

...
...

. . .
{a, c} {a, b, c} . . . . . . . . . −
{a, b, c} {a, b, c} . . . . . . . . . − −

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

m = 13 ≤ n = 31.
We can see the rank of discernibility matrix has been largely decreased.
Then we try to get the relative core and relative reducts through absorptivity

and the operation of database.
From the matrix, we first get a vector (1, 1, 0, 1). Then we use a table to

represent, namely
a b c d rank
1 1 0 1 3

Following we add the vector (1, 1, 0, 0), according to absorptivity we replace
the vector with (1, 1, 0, 0), so the table will be:

a b c d rank
1 1 0 0 2

Add the vector (1, 0, 1, 0), then this vector and the upper vector can replace
with each other according to absorptivity, but we do not get the criterion func-
tion, so it is not necessary to replace. But it can not be dropped, it must be
recorded in the table, then we get:

a b c d rank
1 1 0 0 2
1 0 1 0 2

Repeat the upper process until the difference of all information granules have
been compared, we get the table finally:

Table 1

a b c d rank
1 0 0 0 1
0 0 1 0 1
0 0 0 1 1
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According to the definition of absorptivity, we select the ”1” in different
columns and different rows, then constitute a vector (1, 0, 1, 1), represent the
relative reduct {a, c, d}. Moreover, we can see the rank of every vector is 1. That
means the attributes which these vectors represent are all single attribute in the
discernibility matrix, consequently we can get the relative core {a, c, d}.

5 Conclusion

Reduction of knowledge is the kernel problem in rough set theory. Skrown’s dis-
cernibility matrix is a kind of effective approach to seek for the relative core and
all the relative reducts in knowledge representation system, but we find that
there is lots of redundant information in operation which is unnecessary. As a
result, the idea of granular computing is used to lower the rank of discernibility
matrix. What’s more, the computing of logic conjunction and disjunction oper-
ation is so much complicated that the new absorptivity based on bit-vector is
proposed. It is different from the absorptivity in logic operation, and can sim-
plify computation greatly. At last, we give an example to analyze the results to
support our ideas.
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