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Abstract 
 

A new method combining correlation based 
clustering and rough sets attribute reduction together 
for gene selection from gene expression data is 
proposed. Correlation based clustering is used as a 
filter to eliminate the redundant attributes, then the 
minimal reduct of the filtered attribute set is reduced 
by rough sets . Three different classification 
algorithms are employed to evaluate the performance 
of this novel method. High classification accuracies 
achieved on two public gene expression data sets show 
that this method is successful for selecting high 
discriminative genes for classification task. The 
experimental results indicate that rough sets based 
method has the potential to become a useful tool in 
bioinformatics. 
Keywords: gene selection, correlation, rough sets , 
reduction, cancer classification  
 
1. Introduction 
 

The emergence of cDNA microarray technologies 
makes it possible to record the expression levels of 
thousands of genes simultaneously. Generally, 
different cells or a cell under different conditions yield 
different microarray results, thus comparisons of gene 
expression data derived from microarray results 
between normal and cancer cells can provide the 

important information of cancer diagnosis and 
treatment. In practice, clustering and classification 
algorithms are widely adopted to analyze gene 
expression data[1][2][3][4][5][11][14][15][16], in this 
paper, we focus on cancer classification using gene 
expression data, which is a hot topic in recent years 
and has received general attention by many biological 
and medical researchers. A reliable and precise 
classification of tumors based on gene expression data 
may lead to a more complete understanding of 
molecular variations among tumors, and hence, to 
better diagnosis and treatment strategies. 

Microarray experiments usually generate large 
datasets with expression values for thousands of genes 
but not more than a few dozens of samples, thus very 
accurate classification of tissue samples in such high 
dimensional problems is difficult.  Among a large 
amount of genes encoded in the microarray data, only 
a very small fraction of them are informative for a 
certain task [1][12][15][16]. How to select the most 
useful features (genes) for cancer classification is 
becoming a very challenging task.  

Previous work on feature selection from gene 
expression data can be generally classified as filter and 
wrapper approaches. (1)Filter type methods are 
essentially data pre-processing or data filtering 
methods. Features are selected based on the intrinsic 
characteristics, which determine their relevance or 
discriminate powers with regard to the targeted classes. 
Simple methods based on mutual information [5], 
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statistical tests (t-test, F-test) have been shown to be 
effective [1][6]. They also have the virtue of being 
easily and very efficiently computed. In filters, the 
characteristics in the feature selection are uncorrelated 
to that of the learning methods, therefore they have 
better generalization property. (2)In wrapper type 
methods, feature selection is "wrapped" around a 
learning method: the usefulness of a feature is directly 
judged by the estimated accuracy of the learning 
method. One can often obtain a set with a very small 
number of non-redundant features, which gives high 
accuracy, because the characteristics of the features 
match well with the characteristics of the learning 
method. GSVM-RFE is reported can find multiple 
compact cancer-related gene subsets on each of which 
high leave-one-out validation accuracy can be 
achieved[7]. 

The theory of rough sets [8] is a major 
mathematical tool for managing uncertainty that arises 
from granularity in the domain of discourse—that is, 
from the indiscernibility between objects in a set. 
Rough sets have been applied mainly in mining tasks 
like classification, clustering and feature selection. A 
quick search of biological literatures shows that rough 
sets are still seldom used in bioinformatics. A major 
obstacle for using rough sets to deal with gene 
expression data may be the large scale of gene 
expression data and the comparatively slow 
computational speed of rough sets algorithms. In this 
paper, we introduce a combinational method using 
correlation based clustering and rough sets attribute 
reduction for feature selection. This paper is organized 
as follows. The next section gives the background of 
rough sets. Then, our method is detailed in Section 3. 
And in Section 4, experimental results are listed. The 
discussions of these results are given. Finally, the 
conclusion is drawn in Section 5. 

  
2. Rough sets theory 
 

In rough sets theory, a decision table is denoted by 
T = (U, A, C, D), where U is universe of discourse, A 
is a set of primitive features, C, D ⊂ A are two subsets 
of features that are called condition and decision 
features, respectively, where C ∩D = Φ. Rows of the 
decision table correspond to objects, and columns 
correspond to attributes [8]. 
Definition 1 Let a ∈  A, P ⊆ A. A binary relation 
IND(P), called the indiscernibility relation, is defined 
as the following: 

)}()(,|),{()( yaxaPaUUyxPIND =∈∀×∈=
Let U / IND(P) denotes the family of all equivalence 
classes of the relation IND(P), U / IND(P) is also a 
definable partition of the universe induced by P. 
Definition 2 An attribute c  ∈  C is a core attribute 
if 

))}{((/})){(/( DcCINDCardcCINDUCard ∪−≠−
Definition 3 An attribute c  ∈  C is a superfluous 
attribute if  

))}{(/(})){(/( DcCINDUCardcCINDUCard ∪−=−

Definition 4 The subset of attributes CR ⊆  is a 
reduct of attribute C if 

))(/())(/( DCINDUCardDRINDUCard ∪∪ =
And RQ ⊂∀  

))(/())(/( DCINDUCardDQINDUCard ∪∪ ≠
The goal of rough sets based feature selection is to 
find a minimal subset R of all features C which has the 
same discriminate power with the original condition 
attribute set C, thus R is used instead of C for 
classification task. In rough sets theory R is called a 
reduct of C. Reducts obtained in a decision table 
usually is more than one, generally the reduct with the 
fewest attributes is optimal. Obtaining all reducts or 
minimal reducts of a decision table is a NP-hard 
problem, thus heuristic knowledge deriving from the 
dependency relationship between condition attributes 
and decision attributes in a decision table is mainly 
utilized to assist the attribute reduction. Many methods 
have been proposed to search for the minimal attribute 
reducts, which are classified into several categories: 1) 
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positive region [8]; 2) frequency function [9]; 3) 
information entropy [10]; etc.  

 
3. Rough sets based gene selection method  

 
Our learning problem is to select high discriminate 

genes for cancer classification from gene expression 
data. We may formalize this problem as a decision 
system T = (U, A, C, D), where universe U = {x1, 
x2, ……, xm} is a set of tumors. The conditional 
attributes set C = {g1 , g2 ,……, gn} contains each gene, 
the decision attribute D = {d} corresponds to class 
label of each sample. Each attribute gi ∈  C is 
represented by a vector gi = {x1,i, x2,i, ……, xm,i}, 
i=1,2,……,n, where xk,i is the expression level of  
gene i at sample k, k=1,2,……m. 

In thousands of genes many are highly correlated, 
this “redundancy” will increase the computational cost 
and at the same time decrease the accuracy of 
classification. Thus correlation based clustering is 
applied to decrease the dimensions of gene space as 
the first step. Correlation coefficient between two 
genes is defined as  

)var(*)var(
),cov(

),(
ji

ji
ji gg

gg
ggd =  

nji ≤≤ ,1 , ji ≠  

where var(·) responds to standard deviation and cov(·) 
is covariance. Generally, if d(gi,gj) is greater then 0.8, 
gi and gj are considered as remarkably linear correlated. 
In our experiments, 8.0=ε  is used as the threshold. 
Genes with correlation coefficient greater than the 
threshold are grouped into one cluster, and each 
cluster is represented by the gene with minimal 
information entropy because the higher attribute 
entropy means the more expected information is 
needed using the attribute to classify the samples. 
Given the partition by D, U/IND(D), of U, the entropy 
based on the partition by  a∈C,U / IND(a), of U, is 

given by  

∑∑
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The above operation can be seen as a filter of the 
original attribute set; reduct is then constructed from 
the filtered attribute set by adding attributes using 
information entropy as the heuristic information. The 
attribute with lowest information entropy will be 
selected increasingly until reduct is founded. As the 
next step superfluous attributes are deleted from the 
reduct to get a minimal reduct. The algorithm is 
formulated as the following: 
1. Initialization   
Calculate entropy of each gene g ∈ C, denoted by E(g) 
2. Correlation based clustering 
a) φ←1C  

b) For each gene gi∈ C, if d(gi,gj) ≥ threshold, then 
assign gene gj into clusteri, where 1 ≤ i, j ≤ Card(C), 
i ≠  j, and at the same time delete gj from C, 

}{ jgCC −←   

c) For each cluster clusteri, select g1 which satisfied 

with )(min)( 1 gEgE
iclusterg∈

=  , and assign 1g  to C1, 

}{11 1gCC ∪=  

3. Searching for attribute Reduct  
a) φ←)1(CRED  

b) While 
)))1((/())1(/( DCREDINDUCardDCINDUCard ∪∪ ≠

if )(min)(
)1(11 gEgE

CREDCg −∈
=  then 

){)1()1( 1gCREDCRED ∪=  

4. Delete superfluous attributes 
)1(CREDg ∈∀  

if 
))}{)1((/(

)))1((/(
DgCREDINDUCard

DCREDINDUCard
∪

∪
−=

 

then }{)1()1( gCREDCRED −=   
5. Output the minimal reduct )1(CRED  
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Table 2. Informative genes found in leukemia data set 

gene  Description 
M84526_at DF D component of complement (adipsin) 
M89957_at IGB Immunoglobulin-associated beta (B29) 
M11722_at Terminal transferase mRNA 

J05243_at SPTAN1 Spectrin, alpha, non-erythrocytic 1 (alpha-fodrin) 

4. Experimental results 
 

Two well known gene expression data sets: the 
colon cancer data set and leukemia data set, which are 
the same data sets used in many publications for gene 
selection and cancer 
classification[1][3][12][13], are 
used to evaluate the performance 
of our method. 

The colon data set consists of 
62 samples and 2000 genes, the 
samples are composed of 40 
tumor biopsies collected from 
tumors and 22 normal biopsies 
collected from the healthy part of 
the colons of the same patient, 
each sample has been 
preclassified into one of the two 
classes: 40 normal and 22 cancer. 
The leukemia data consists of 72 
samples and 7129 genes, 
including 25 AML type of 
leukemia and 47 ALL type of 
leukemia, the samples are taken from 63 bone marrow 
samples and 9 peripheral blood samples.  

First, a simple method introduced in [12] is used to 
discretize the domain of each attribute because rough 
sets methods require discretization input. Any data 
larger than µ +σ /2 were transformed to state 1; any 
data between µ +σ /2 and µ −σ /2 were transformed to 
state 0; any data smaller than µ −σ /2 were 
transformed to state -1. where σ is  standard 
deviation, µ  is mean of a gene. These three states 
correspond to the over-expression, baseline, and 
under-expression. Then our method is employed to 
searching for informative genes for classification. 
After clustering with correlation coefficient threshold 
ε =0.8, 1227 genes are left in colon data set and 4991 
genes are left in leukemia data sets. As the next step, 
the filtered data sets undergo rough sets attribute 

reduct, only 6 genes and 4 genes are left in the reduct 
of colon data set and leukemia data set respectively. 
The obtained genes are listed in table1 and table2. 

Three different classification algorithms: KNN, 
C5.0 and Naive Bayes are employed to evaluate 

classification power of the obtained genes, and 
LOOCV(leave-one-out cross validation), which is a 
widely used process for gene classification, is 
employed to evaluate the performance of 
classification process. With LOOCV, each object in 
data set will in turn be the test set, and the left are 
training set. Thus each sample of the data set will be 
predicted once by classifier trained with the left 
samples. All iterations are then averaged to obtain an 
unbiased number of performance estimates. A 
summary of the experimental results is shown in 
table3 and table4, experimental results on entire data 
sets are also listed. 

We acquired 79.0%, 82.25%,  90.32% classifi- 
cation accuracy on colon data set and 93.1%, 94.44%, 
94.44% classification accuracy on leukemia data with 
KNN, Naive Bayes and C5.0 algorithms respectively, 
which are all compared or partially suprior to 

Table 1. Informative genes found in colon data set 

gene  Description 
X63629 H.sapiens mRNA for p cadherin. 
J05032 Human aspartyl-tRNA synthetase alpha-2 subunit mRNA 
H08393 COLLAGEN ALPHA 2(XI) CHAIN (Homo sapiens) 
U32519 Human GAP SH3 binding protein mRNA, complete cds. 
M76378 Human cysteine-rich protein (CRP) gene, exons 5 and 6. 
U09564 Human serine kinase mRNA, complete cds. 
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Table 3. Experimental results of LOOCV on colon data 
classification accuracy  
for each class 

classifier 

Tumor Normal 

overall 
classification 
accuracy 

classification 
accuracy on 
entire data set 

KNN 82.94% 72.6% 79.0% 79.0% 
Naive Bayes 72.5% 90.90% 82.25% 35.5% 
C5.0 95.0% 81.81% 90.32% 82.3% 

Table 4. Experimental results of LOOCV on leukemia data 
classification accuracy  
for each class 

classifier 

ALL AML 

overall 
classification 
accuracy 

classification  
accuracy on 
entire data set 

KNN 95.71% 88.18% 93.1% 82.4% 
Naive Bayes 97.87% 88.0% 94.44% 41.2% 
C5.0 97.87% 88.0% 94.44% 91.2% 

[1][3][12][13]. 
The above results indicate that our method has 

successfully achieved its objectives: automatic gene 
selection for predicting the class of new object. The 
classification accuracy of leukemia data set is higher 
than colon data set, the reason maybe because the 
scale of leukemia data set is larger. In theory, the more 
information there is about the problem, the more likely 
for rough sets method to finding informative features. 
If possible we can get more accurately predicted result 
through constructing as large data set as possible to 
train a rough set model.  

 
5. Conclusion 
 

In this paper, a successful gene selection method 
based on rough sets theory is presented. Correlation 
based clustering is done first as a preprocessing to 
eliminate redundancy in gene expression data set, then 
the minimal reduct of the filtered attribute sets is 
reduced by rough sets. Two well known public 
datasets are used to test the performance of this novel 
method, high prediction accuracies have been 
achieved through LOOCV, this suggests our method 

can select informative genes for 
cancer classification and rough 
sets approach holds a high 
potential to become a useful tool 
in bioinformatics. 
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