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Abstract. Conventional clustering algorithms categorize an object into
precisely one cluster. In many applications, the membership of some of
the objects to a cluster can be ambiguous. Therefore, an ability to specify
membership to multiple clusters can be useful in real world applications.
Fuzzy clustering makes it possible to specify the degree to which a given
object belongs to a cluster. In Rough set representations, an object may
belong to more than one cluster, which is more flexible than the con-
ventional crisp clusters and less verbose than the fuzzy clusters. The
unsupervised nature of fuzzy and rough algorithms means that there is
a choice about the level of precision depending on the choice of parame-
ters. This paper describes how one can vary the precision of the rough
set clustering and studies its effect on synthetic and real world data sets.
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1 Introduction

In addition to clearly identifiable groups of objects, it is possible that a data set
may consist of several objects that lie on the fringes. The conventional clustering
techniques will mandate that such objects belong to precisely one cluster. Such
a requirement is found to be too restrictive in many data mining applications. In
practice, an object may display characteristics of different clusters. In such cases,
an object should belong to more than one cluster, and as a result, cluster bound-
aries necessarily overlap. Fuzzy set representation of clusters, using algorithms
such as fuzzy C-means, make it possible for an object to belong to multiple
clusters with a degree of membership between 0 and 1 [11]. In some cases, the
fuzzy degree of membership may be too descriptive for interpreting clustering
results. Rough set based clustering provides a solution that is less restrictive
than conventional clustering and less descriptive than fuzzy clustering.

Rough set theory has made substantial progress as a classification tool in
data mining [1,14]. The basic concept of representing a set as lower and up-
per bounds can be used in a broader context such as clustering. Clustering in
relation to rough set theory is attracting increasing interest among researchers
[4,2,8,9,10,15,13]. Lingras [5] described how a rough set theoretic classification
scheme can be represented using a rough set genome. In subsequent publications
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[6,7], modifications of K-means and Kohonen Self-Organizing Maps (SOMs) were
proposed to create intervals of clusters based on rough set theory.

Clustering is an unsupervised learning process. That means there is no cor-
rect solution prescribed by an expert. For example, in a multidimensional space
with a large number of objects, one cannot easily identify the number of clusters
an algorithm should aim for. Researchers have proposed various cluster quality
measures that make it possible to arrive at the appropriate number of clusters.
The rough clustering has an additional issue that one needs to consider, namely,
the precision of the clusters. Precision of the clusters refers to the number of
objects that are precisely assigned to a cluster. An object in rough set cluster-
ing may be assigned to exactly one cluster or it may be assigned to multiple
clusters. The objects that are assigned to multiple clusters are said to belong
to the boundary region. Percentage of objects in boundary region is inversely
proportional to the precision of rough clustering. This paper demonstrates how
the size of boundary region can be varied with the help of threshold in rough
set clustering. Experiments with a synthetic data set and a real world data set
also suggest a procedure for choosing an appropriate precision.

2 Adaptation of Rough Set Theory for Clustering

Due to space limitations, some familiarity with rough set theory is assumed [14].
Rough sets were originally proposed using equivalence relations. However, it is
possible to define a pair of upper and lower bounds

(
A(C), A(C)

)
or a rough

set for every set C ⊆ U as long as the properties specified by Pawlak [14] are
satisfied. Yao et al. [16] described various generalizations of rough sets by relaxing
the assumptions of an underlying equivalence relation. Such a trend towards
generalization is also evident in rough mereology proposed by Polkowski and
Skowron [12] and the use of information granules in a distributed environment
by Skowron and Stepaniuk. The present study uses such a generalized view of
rough sets. If one adopts a more restrictive view of rough set theory, the rough
sets developed in this paper may have to be looked upon as interval sets.

Let us consider a hypothetical classification scheme

U/P = {C1, C2, . . . , Ck} (1)

that partitions the set U based on an equivalence relation P . Let us assume
due to insufficient knowledge that it is not possible to precisely describe the sets
Ci, 1 ≤ i ≤ k, in the partition. Based on the available information, however, it
is possible to define each set Ci ∈ U/P using its lower A(Ci) and upper A(Ci)
bounds. We will use m-dimensional vector representations, u,v for objects and
ci for cluster Ci.

We are considering the upper and lower bounds of only a few subsets of U .
Therefore, it is not possible to verify all the properties of the rough sets [14].
However, the family of upper and lower bounds of ci ∈ U/P are required to
follow some of the basic rough set properties such as:
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(P1) An object x can be part of at most one lower bound
(P2) x ∈ A(ci) =⇒ x ∈ A(ci)
(P3) An object x is not part of any lower bound ⇐⇒

x belongs to two or more upper bounds.

Property (P1) emphasizes the fact that a lower bound is included in a set. If two
sets are mutually exclusive, their lower bounds should not overlap. Property (P2)
confirms the fact that the lower bound is contained in the upper bound. Property
(P3) is applicable to the objects in the boundary regions, which are defined as the
differences between upper and lower bounds. The exact membership of objects in
the boundary region is ambiguous. Therefore, property (P3) states that an object
cannot belong to only a single boundary region. Their discussion can provide
more insight into the essential properties for a rough set model. Note that (P1)-
(P3) are not necessarily independent or complete. However, enumerating them
will be helpful later in understanding the rough set adaptation of evolutionary,
neural, and statistical clustering methods. In the context of decision-theoretic
rough set model, Yao and Zhao [17] provide a more detailed discussion on the
important properties of rough sets and positive, boundary, and negative regions.

3 Adaptation of K-Means to Rough Set Theory

Here, we refer readers to [3] for discussion on conventional K-means algorithm.
Incorporating rough sets into K-means clustering requires the addition of the
concept of lower and upper bounds. Calculation of the centroids of clusters from
conventional K-Means needs to be modified to include the effects of these bounds.
The modified centroid calculations for rough sets are then given by:

if A(c) �= ∅ and A(c) − A(c) = ∅

cj =
�

x∈A(c) xj

|A(c)|

else if A(c) = ∅ and A(c) − A(c) �= ∅

cj =
�

x∈(A(c)−A(c)) xj

|A(c)−A(c)|

else

cj = wlower ×
�

x∈A(c) xj

|A(c)| + wupper ×
�

x∈(A(c)−A(c)) xj

|A(c)−A(c)| ,

(2)

where 1 ≤ j ≤ m. Here, m is the dimensions of the vectors c and x. The
parameters wlower and wupper correspond to the relative importance of lower and
upper bounds, and wlower +wupper = 1. If the upper bound of each cluster were
equal to its lower bound, the clusters would be conventional clusters. Therefore,
the boundary region A(c) − A(c) will be empty, and the second term in the
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equation will be ignored. Thus, Eq. (2) will reduce to conventional centroid
calculations.

The next step in the modification of the K-means algorithms for rough sets
is to design criteria to determine whether an object belongs to the upper or
lower bound of a cluster given as follows. For each object vector x, let d(x, cj)
be the distance between itself and the centroid of cluster cj . Let d(x, ci) =
min1≤j≤k d(x, cj). The ratio d(x, ci)/d(x, cj), 1 ≤ i, j ≤ k, are used to determine
the membership of x. Let T = {j : d(x, ci)/d(x, cj) ≤ threshold and i �= j}.

1. If T �= ∅, x ∈ A(ci) and x ∈ A(cj), ∀j ∈ T . Furthermore, x is not part of any
lower bound. The above criterion guarantees that property (P3) is satisfied.

2. Otherwise, if T = ∅, x ∈ A(ci). In addition, by property (P2), x ∈ A(ci).

It should be emphasized that the approximation space A is not defined based on
any predefined relation on the set of objects. The upper and lower bounds are
constructed based on the criteria described above.

4 Refinements of Rough Set Clustering

Rough clustering is gaining increasing attention from researchers. The rough K-
means approach, in particular, has been a subject of further research. Peters [15]
discussed various deficiencies of Lingras and West’s original proposal [6]. The
first set of independently suggested alternatives by Peters are similar to the Eq.
(2). Peters also suggest the use of ratios of distances as opposed to differences
between distances similar to those used in the rough set based Kohonen algo-
rithm described in [7]. The use of ratios is a better solution than differences.
The differences vary based on the values in input vectors. The ratios, on the
other hand, are not susceptible to the input values. Peters [15] have proposed
additional significant modifications to rough K-means that improve the algo-
rithm in a number of aspects. The refined rough K-means algorithm simplifies
the calculations of the centroid by ensuring that lower bound of every cluster
has at least one object. It also improves the quality of clusters as clusters with
empty lower bound have a limited basis for its existence. Peters tested the re-
fined rough K-means for various datasets. The experiments were used to analyze
the convergence, dependency on the initial cluster assignment, study of Davies-
Boulden index, and to show that the boundary region can be interpreted as a
security zone as opposed to the unambiguous assignments of objects to clusters
in conventional clustering. Despite the refinements, Peters concluded that there
are additional areas in which the rough K-means needs further improvement,
namely in terms of selection of parameters.

By its very definition, unsupervised learning is an exercise with no known
solution. Clustering is one of the primary examples of unsupervised clustering,
which attempts to find groups of objects with similar characteristics. There are
a number of unknowns involved in the process. The appropriate number of groups
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is not known apriori. Measures such as Davies-Boulden index have been used to
identify the most appropriate number of clusters. As mentioned previously, even
if there were clearly identifiable clusters of objects, it is quite often likely that
some of the objects may be straying from these clusters. In that case, the next
issue is how to decide what percentage of objects are straying from the neatly
formed clusters. These stray objects will then be assigned to boundary regions
of multiple clusters using the rough K-means algorithm. This paper experiments
with the issue of determining the appropriate number of boundary region objects
using two data sets. The first data set is a two dimensional set of objects arti-
ficially created with clearly identifiable clusters and stray objects. Since we can
visualize the appropriate rough set clustering, we can test the behavior of the
rough K-means algorithm for different values of threshold. The threshold para-
meter helps us control the size of the boundary region. We define the percentage
of boundary region as a ratio of cardinality of the union of all the boundary
regions divided by the total number of objects expressed as percentages, given
by:

BoundarySize =
‖

⋃
c∈U/P(A(c) − A(c))‖

‖U‖ × 100 (3)

The following section studies the variation in BoundarySize along with qual-
itative analysis of changing memberships to suggest a procedure for identifying
appropriate value of the threshold in the rough K-means algorithm.

5 Study Data and Experimental Analysis

We use two kinds of data, synthetic data and real data, to demonstrate how to
choose an appropriate threshold for rough clustering.

5.1 Synthetic Data

The synthetic data set has been developed to study how the BoundarySize
varies with threshold for rough clustering. In order to visualize the data set, we
restrict it to two dimensions as can be seen in Fig. 1. There are a total of 65
objects. It is obvious that there are three distinct clusters, denoted by C1, C2
and C3. However, five objects, identified as xi (1 ≤ i ≤ 5), do not belong to any
particular cluster. We performed rough clustering on the synthetic data set for
different values of threshold.

Fig. 2 shows how changing the value of threshold can affect the BoundarySize
of rough clustering with k = 3 and wlower = 0.75. In the inset figure, we can
see a slow increase in the BoundarySize until the threshold reaches a value of
1.4, since the higher values lead to larger boundary regions. While the threshold
values were changed from 1.4 to 2, the BoundarySize remained constant at
7.7%. However, the re-distribution of objects in the boundary region did occur.
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Fig. 1. Synthetic data

For example, x5, which was in the boundary region of c2 and c3, was also added
to the boundary region of c1, when threshold changed the value from 1.6 into 1.7.
It is obvious from Fig. 1 that x5 should only belong to the boundary region of c2
and c3. That means increasing the value of threshold beyond a certain value can
lead to unreasonable addition of some objects to boundary regions of some of the
clusters. Moreover, one should not increase the boundary region too much as it
will lead to fairly indecisive and uninformative rough clustering. Fig. 2 shows a
sudden and sharp increase in the BoundarySize after threshold reaches a value
of 2. The BoundarySize goes up to a value of more than 50% when threshold
reaches the value of 2.5. Therefore, it is reasonable to consider threshold = 1.4
as an appropriate value in terms of the variance in BoundarySize. This value
of threshold can be identified by the fact that further number of increases in
threshold do not lead to net change in BoundarySize.

5.2 Real Data

This section reports experiments with a real world data set belonging to a small
retail chain. The data consists of all the customer transactions in 2006. There were
a total of 68716 transactions, one transaction per item purchased. 40260 of these
transactions can be associated with 5878 identified customers. The objective of
the experiment is to cluster the customers based on their spending habits. Each
customer is represented by his monthly spending patterns. The monthly spending
pattern gives a better understanding of a customer’s spending habits than total
spending. A customer who spends $100 regularly may be a little more loyal than
one who spends $1000 during a single visit. The chronological ordering of spending
does not help us understand the propensity of a customer to spend. For example, a
person spending $100, $200, $300 in three months will look different from the one
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Fig. 2. Synthetic data: Change in BoundarySize with threshold

who spends $300, $100, $200 during the same three months. Therefore, we sort
the spending values, which makes the two customers identical in terms of their
revenue generation potential. Instead of using twelve monthly spending and visit
values, which may be too detailed for the purpose of grouping, we will represent
the patterns using the lowest, highest and average spending. However, in some
cases, lowest and highest values can be outliers. Therefore, we use second highest,
second lowest and median values as a representative of the pattern.

313 customers visited in only one month. These customers were termed as
infrequent customers. It was decided that there was no further need for grouping
these customers. After eliminating the 313 customers, the number of customers
was 5565. After experimenting with different number of clusters we set k = 5.
wlower was set at 0.75.

Fig. 3 describes the BoundarySize changes with the threshold, which is sim-
ilar to the one found for the synthetic data. The BoundarySize goes up a little
slowly until the threshold reaches a value of 1.4, where there is a marked in-
crease. This suggests that 1.4 may be an appropriate value for the threshold.
We can also see a sudden and sharp jump at threshold = 2.5. This reinforces our
earlier observation that high values of threshold may lead to inconclusive rough
clustering. Fig. 4 presents the rough centroids as the representative patterns for
each cluster. Cluster c1 is the largest cluster consisting of moderate spenders who
spend $0 to $52 in a month. The next cluster, c2, is about the quarter the size
of c3 with spending ranging from $0 to $100. Third cluster (c3) is even smaller
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Fig. 3. Real data: Change in BoundarySize with threshold

Fig. 4. Rough centroids for the retail data

with spending ranging from $10 to $250. Fourth cluster has approximately 70
to 100 customers who spend $120 to $500. The last cluster is the smallest with
spending ranging from $137 to $1330. The overlap between different clusters for
threshold = 1.4 and threshold = 2 are shown in Table 1. It can be seen in
Table 1(a) that the intermediate clusters, i.e. c2, c3, and c4 have overlaps with
two clusters on either side. For example, c2 overlaps with c1 and c3, while c3
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Table 1. The number of objects in the intersection of clusters

C1 C2 C3 C4 C5 C1 C2 C3 C4 C5
C1 – 403 0 0 0 C1 – 809 81 11 8
C2 403 – 177 0 0 C2 809 – 388 28 9
C3 0 177 – 41 0 C3 81 388 – 163 18
C4 0 0 41 – 9 C4 11 28 163 – 59
C5 0 0 0 9 – C5 8 9 18 59 –

(a)threshold=1.4 (b)threshold=2.0

overlaps with c2 and c4, and c4 overlaps with c3 and c5. Clusters c1 and c5 have
overlap with only one cluster: c1 with c2 and c5 with c4. When the threshold is
raised to 2.0, we can see from Table 1(b) that each cluster overlaps with other
four clusters. That means many objects have now moved to boundary regions of
all the clusters. This makes any conclusion about their membership impossible.

6 Conclusions

Rough set clustering makes it possible to assign stray objects - that may not
belong to a precise cluster - to boundary regions of two or more clusters. This
aspect of rough set clustering adds a degree of imprecision to the clustering
scheme. The degree of imprecision is an additional unknown in the unsupervised
learning based on rough set theory. The experiments with a synthetic data set
and a real world data set show that it is important to choose a right balance
between rough and precise cluster assignments. The paper describes a procedure
that can be used to control the imprecision in rough set clustering for the rough
K-means algorithm by varying the threshold parameter. The results presented
here lay foundations for a more comprehensive study of the quality of rough set
clustering, which will be presented in a subsequent publication.
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