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Abstract. The main challenge of gene selection from gene expression
dataset is to reduce the redundant genes without affecting discernibility
between objects. A pipelined approach combining feature ranking to-
gether with rough sets attribute reduction for gene selection is proposed.
Feature ranking is used to narrow down the gene space as the first step,
top ranked genes are selected; the minimal reduct is induced by rough
sets to eliminate the redundant attributes. An exploration of this ap-
proach on Leukemia gene expression data is conducted and good results
are obtained with no preprocessing to the data. The experiment results
show that this approach is successful for selecting high discriminative
genes for cancer classification task.

Keywords: Gene selection, Feature ranking, Rough sets, Attributes
reduction.

1 Introduction

The emergence of cDNA microarray technologies makes it possible to record the
expression levels of thousands of genes simultaneously. Generally, different cells
or a cell under different conditions yield different microarray results, thus com-
parisons of gene expression data derived from microarray results between normal
and tumor cells can provide the important information for tumor classification
[1]. A reliable and precise classification of tumors based on gene expression data
may lead to a more complete understanding of molecular variations among tu-
mors, and hence, to better diagnosis and treatment strategies.

Gene expression data set has very unique characteristics that are very different
from all the previous data used for classification. Most publicly available gene
expression data usually has the following properties:

� high dimensionality: Up to tens of thousands of genes,
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� very small data set size: Not more than a few dozens of samples,
� most genes are not related to tumor classification.

With such a huge attribute space, it is almost certain that very accurate clas-
sification of tissue samples is difficult and among a large amount of genes, only
a very small fraction of them are informative for classification task [1] [2] [3]
[4] [5] [12] [14] [15], thus performing gene selection prior to classification makes
help to narrowing down the attribute number and improving classification ac-
curacy and time-complexity of classification algorithms. More importantly, with
the ”noise” from the large number of irrelevant genes removed, the biological
information hidden within will be less obstructed; this would assist in drug dis-
covery and early tumor discovery. How to select the most useful genes for cancer
classification is becoming a very challenging task.

A good number of algorithms have been developed for this purpose [1] [2] [3] [5]
[11] [12] [14] [15]; feature-ranking approach is most widely used. In this approach,
each feature/attribute is measured for correlation with the class according to
some measuring criteria. The features/attributes are ranked and the top ones
or those that satisfy a certain criterion are selected. The main characteristic of
feature ranking is that it is based on individual feature correlation with respect
to class separately. Simple method such as statistical tests (t-test, F-test) has
been shown to be effective [1] [6]. This kind of approach also has the virtue of
being easily and very efficiently computed.

Feature sets so obtained have certain redundancy because genes in similar
pathways probably all have very similar scores and therefore no additional in-
formation gain, rough sets attribute reduction can be used to eliminate such
redundancy and minimize the feature sets. The theory of rough sets [7] , as a
major mathematical tool for managing uncertainty that arises from granularity
in the domain of discourse-that is, from the indiscernibility between objects in a
set, has been applied mainly in data mining tasks like classification, clustering
and feature selection. Recent years, rough sets theory has been used in gene selec-
tion task by some researchers. Evolutionary rough feature selection is employed
on three gene expression datasets in [19], not more than 10 genes are selected
on each data set while high classification accuracies are obtained; In [20], with
the positive region based reduct algorithm, more than 90% of redundant genes
are eliminated.

In this paper, we introduce a pipelined method using feature ranking and
rough sets attribute reduction for gene selection. This paper is organized as fol-
lows. The next section gives the background of rough sets. Then, our method is
detailed in Section 3. And in Section 4, experimental results are listed. The
discussions of these results are given. Finally, the conclusions are drawn in
Section 5.

2 Rough Sets Based Feature Selection

In rough sets theory, a decision table is denoted by T = {U, A), where A =
C ∪ D,C is called condition attribute sets,D = {d} is decision feature, and U
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is universe of discourse. Rows of the decision table correspond to objects, and
columns correspond to attributes [7].

Definition 1. Indiscernibility Relation. Let a ∈ A,P ⊆ A, a binary relation
IND(P ), called the indiscernibility relation, is defined as the following:

IND(P ) = {(x, y) ∈ U × U |∀a ∈ P, a(x) = a(y)}

Let U/IND(P ) denotes the family of all equivalence classes of the relation
IND(P ),U/IND(P ) is also a definable partition of the universe induced
by P.

Definition 2. Indispensable and Dispensable Attribute.An attribute c ∈
C is an indispensable attribute if

Card(U/IND(C − {c})) �= Card(U/IND(C − {c} ∪ D))

An attribute c ∈ C is a dispensable attribute if

Card(U/IND(C − {c})) = Card(U/IND(C − {c} ∪ D))

Definition 3. Reduct.The subset of attributes R ⊆ C is a reduct of attribute
set C if

Card(U/IND(R ∪ D)) = Card(U/IND(C ∪ D))

And ∀Q ⊂ R

Card(U/IND(Q ∪ D)) �= Card(U/IND(C ∪ D))

Definition 4. Core.The set of all indispensable features in C is

CORE(C) = ∩RED(C)

where RED(C) is the set of all reducts of C with respect to D
The reduct represent the minimal set of non-redundant features that are capa-

ble of discerning objects in a decision table. An optimal feature subset selection
based on the rough set theory can be viewed as finding such a reduct R,R ⊆ C
with the best classifying properties.R,instead of C , will be used in a rule discov-
ery algorithm. It is obvious that all of indispensable features in core cannot be
deleted from C without losing the accuracy of a decision table; the feature(s) in
core must be the member of feature subsets. Therefore, the problem of feature
subset selection will become how to select the features from dispensable features
for forming the best reduct with core. Obtaining all reducts of a decision table
is a NP-hard problem, thus heuristic knowledge deriving from the dependency
relationship between condition attributes and decision attributes in a decision
table is mainly utilized to assist the attribute reduction. Many methods have
been proposed to search for the attribute reducts, which are classified into sev-
eral categories: 1) positive region [7]; 2) frequency function [8]; 3) information
entropy [9]; etc. .
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3 Rough Sets Based Gene Selection Method

Our learning problem is to select high discriminate genes for cancer classifica-
tion from gene expression data. We may formalize this problem as a decision
system, where universe U = {x1, x2, ......, xm} is a set of tumors, the conditional
attributes set C = {g1, g2, ......, gn} contains each gene; the decision attribute d
corresponds to class label of each sample. Each attribute gi ∈ C is represented by
a vector gi = {x1,i, x2,i, ......, xm,i}, i = 1, 2, ....., n , where xk,i is the expression
level of gene i at sample k, k = 1, 2, ......, m.

To select genes, t-test is widely used in the literature [1] [6]. Assuming that
there are two classes of samples in a gene expression data set, the t-value for
gene g is given by:

t =
μ1 − μ2√

σ2/n1 + σ2/n2
(1)

Where μi and σi are the mean and the standard deviation of the expression
levels of a gene g for class i respectively, and ni is the number of samples in class
i for i = 1, 2. When there are multiple classes of samples, the t-value is typically
computed for one class versus all the other classes. The top genes ranked by t-
value can then be selected for data mining. Feature sets so obtained have certain
redundancy because genes in similar pathways probably all have very similar
score and therefore no additional information gain. If several pathways involved
in perturbation but one has main influence it is possible to describe this pathway
with fewer genes, therefore Rough Sets attribute reduction is used to minimize
the feature sets.

Reduct is constructed from core because it represents the set of indispensable
features, thus all attributes in core must be in the reduct, then we adding at-
tributes using information entropy as the heuristic information until a reduct is
find. The attribute with lowest information entropy will be selected first because
the higher attribute entropy means the more expected information is needed us-
ing the attribute to classify the samples. Given the partition by D, U/IND(D),
of U , the entropy based on the partition by c ∈ C, U/IND(c), of U , is given by

E(c) = − 1
|U |

∑

X∈U/IND(D)

∑

Y ∈U/IND(c)

|X ∩ Y | log2
|X ∩ Y |

|Y | (2)

We can formulate our method as the following steps:

1. Calculate t-value of each gene, select the top ranked n genes to form the
attribute set C.

2. Calculate core attribute sets of C using Discernibly Matrix [8],denoted by
CORE(C).

3. Calculate the reduct of C using information entropy as the heuristic in-
formation. Let RED(C) ← CORE(C), while Card(U/IND(C ∪ D)) �=
Card(U/IND(RED(C) ∪ D)), we calculate information entropy of each
gene g ∈ C − RED(C), denoted by E(g), if E(g1) = min

g∈C−RED(C)
E(g)

then we assign g1 to RED(C). Repeat the above operation until we find a
reduct of C.
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4 Experimental Results

A well known gene expression data sets, leukemia data set of Golub et al. (1999),
which is the same data sets used in many publications for gene selection and can-
cer classification [1] [3] [5] [11] [12] [19] [20], is used to evaluate the performance of
our method. The acute leukemia dataset (http://www.genome.wi.mit.edu/MPR)
consists of 38 samples including 27 cases of acute lymphoblastic leukemia (ALL)
and 11 cases of acute myeloid leukemia (AML). The gene expression measure-
ments were taken from high-density oligonucleotide microarrays containing 7129
genes. An independent test set of 20 ALL and 14 AML samples also exists.

First t-test is employed as a filter on the training set; the top ranked 50
genes are selected. Then entropy based discretization introduced in [16] is used
to discretize the domain of each attribute because rough sets methods require
discrete input. Entropy based attribute reduction algorithm is employed on the
data set to find a minimal reduction. As the result, X95735 is the only gene to be
selected in the reduction. A box plot of X95735 expression levels in the training
set is presented in Fig. 1. This figure clearly indicates that the expression levels
of X95735 can be used to distinguish ALL from AML in the training set.

Two rules are induced by Rough sets: if the expression level of X95735 � 938
then the sample is classified as AML; If the expression level of X95735 <938
then the sample is classified as ALL. With the simples rules induced by Rough
sets, 31 test samples are correctly classified; there are only three mistakes, one
for AML, and two for ALL.

Fig. 1. Expression Levels of X95735 in Training Set

It is interesting that X95735 is also selected by many other methods. It is
reported in [5] that X95735 is the only gene identified by J48 pruned tree and
the emerging patterns algorithm, and X95735 is also selected by voting machine
[1], SVM [10], Deb’s NSGA-algorithm [21] and Cho’s work [22]. An approach
using clustering in combination with Rough Sets and neural networks has been
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investigated in [11], X95735 is repeated selected, and the classification accuracy
is 91.2% on test data set. For comparison, the feature selection and classification
results obtained by our method and some results in previous publishers are shown
in table 1.

Table 1. The Comparison of Feature Selection and Classification Results

Method Number of features Classification Results
Rough sets 1 31

J48 1 31
Emerging Patterns 1 31

SVM 7 34
NSGA-II 3 34

The results obtained by us suggest that the expression level of X95735 plays
an important role in distinguishing two types of acute leukemia. Role of X95735
in discerning between two types of acute leukemia samples is also verified by
biological researchers [17] [18].

5 Conclusions

Gene expression data set usually has thousands of genes while a few dozens of
samples, among a large amount of genes, only a very small fraction of them
are informative for classification task. In order to achieve good classification
performance, and obtain more useful insight about the biological related issues
in cancer classification, gene selection should be well explored to reduce the noise
and avoid overfitting of classification algorithm.

In this paper, a successful gene selection method based on rough sets theory
is presented. Filter kind of method is done first as a preprocessing to select top
ranked genes; the minimal reduct of the filtered attribute sets is induced by rough
sets. Acute leukemia gene expression dataset is used to test the performance
of this novel method; only one gene X95735 is selected, and high prediction
accuracies have been achieved on the test data set. Gene X95735 is also selected
by many other methods, and has been verified by biological researchers to play
an important role in distinguish two different types of acute leukemia, AML
and ALL.
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