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Abstract—Attribute reduction is a key task for the research
of rough sets. However, when dealing with large-scale data,
many existing proposals based on rough set theory get worse
performance. In this paper, we propose a novel attribute
reduction algorithm of decomposition based on rough sets. The
idea of decomposition is to break down a complex table into
a super-table and several sub-tables that are simpler, more
manageable and solvable by using existing induction methods,
then joining them together in order to solve the original
table. Compared with the traditional methods, experiments
with some standard datasets from UCI database are done and
experimental results illustrate that the algorithm of this paper
improve computational efficiency.

Keywords-rough set theory; attribute reduction; decomposi-
tion; super-table; sub-table;

I. INTRODUCTION

Pawlak has proposed rough sets [1-4] which is a valid
mathematical tool to deal with imprecise, uncertain, and
vague information. It has been widely applied in many fields
such as machine learning [5], data mining [6], and pattern
recognition [1], etc. Attribute reduction is the fundamental
problem in rough sets. Many researchers propose various
attribute reduction approaches [6-9]. These approaches are
generally divided into three categories which are methods
based on discernibility matrix [7], methods based on positive
region [7] and methods based on information entropy [8]. All
attribute reduction methods are available for a smaller table.
However, the database can be quite large in the information
age. We might gain worse performance even get no result
when handling large-scale data with traditional attribute
reduction methods based on rough sets.

The main motivation of this study is to design a method
that can handle massive and complicated real-world prob-
lems, we present a decomposition method. The idea of
decomposition [10,11] is to break down a large and complex
task into several simpler and more manageable sub-tasks
that are solvable by using existing induction methods, then
joining their solutions together in order to solve the original
problem. There are a few works in data mining using decom-
position methodology such as decomposition of incomplete
information systems [12,13], decomposition in multi-agent
systems [14], etc.. However, some decomposition methods
may result in the loss of information or distortion of original

data and knowledge, and can even render the original data
mining system un-minable.

To avoid these decomposition shortcomings in data min-
ing, we should select the appropriate decomposition method.
Jiawei Han introduces multirelational data mining [15] using
keys to link, furthermore, there are the same expression in
database software. There are not any the loss of information
or distortion of original data and knowledge when we
convert a single table into multirelational tables. Therefore
we break down a large-scale decision table into a super-
table and several sub-tables. The super-table is composed
of a set of decision attributes and several joint attributes
which are the key words in sub-tables. The sub-table is
made up of random subset in condition attributes. Then we
join their solutions together in order to solve the original
table. We do numerous experiments comparing with the
classical methods using some standard datasets from UCI
database. Experimental results show that the algorithm of
this paper improve computational efficiency especially to
huge database.

II. BASIC NOTIONS

For the convenience of description, some basic definitions
and properties are introduced here at first.

A. Basic definitions

We assume that attribute reduction discussed in this paper
is performed in a decision table.

Definition 1. A decision table is defined as T =< U,C ∪
D,V, f >, where U is a non-empty finite set of objects,
called universe; C is a set of all condition attributes and D
is a set of decision attributes; V =

⋃
a∈C∪D Va,Va is a set

of attribute values of attribute a; and f : U × (C ∪ D) → V
is an information function such that f (x, a) ∈ Va for every
x ∈ U , a ∈ C ∪ D.

Definition 2. Given a decision table T =< U,C ∪
D,V, f >, for each subset B ⊆ C ∪ D, induces an equiva-
lence (indiscernibility) relation on U as shown: IND (B) =
{(x, y) ∈ U × U |∀b ∈ B, b (x) = b (y)}. The family of all
equivalence classes of IND (B), i.e., the partition induced
by B, is denoted as U/IND (B) = {[xi]B : xi ∈ U}, where
[xi]B is the equivalence class containing xi. All the elements
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in [xi]B are equivalent (indiscernible) with respect to B.
Equivalence classes are elementary sets in rough sets.

Definition 3. Given a decision table T =< U,C ∪
D,V, f >, for X ⊆ U and B ⊆ C, the lower and
upper approximations of X with respect to B, denoted
by BX and BX , respectively, are defined as: BX =
∪{[xi]B | [xi]B ⊆ X}, BX = ∪{[xi]B | [xi]B ∩ X �= ∅}.

Definition 4. Given a decision table T =< U,C ∪
D,V, f >, for P ⊆ C, the positive region of the partition
U/IND (D) with respect to P is defined as: POSP (D) =
∪X∈U/IND(D)PX .

we break down a decision table into a super-table and
several sub-tables. The super-table consists of a set of
decision attributes and several joint attributes which are
the keywords in sub-tables. The sub-table is composed of
random subset in condition attributes.

Definition 5. Given a decision table T =< U,C ∪
D,V, f >.

• A sub-table is defined as TBi =< UBi , Bi ∪
{bi}, V Bi , fBi >, where U is a non-empty unique finite
set of objects, called universe; Bi ⊆ C, i = 1, 2, · · · ,m,
C = ∪m

i=1Bi and Bi ∩ Bj = ∅, i �= j. bi is a joint
attribute which join the sub-table to the super-table and
it is a keyword in TBi , V Bi

bi
= bk

i , k = 1, 2, · · · , p;
V Bi =

⋃
a∈Bi

V Bi
a , V Bi

a is a set of attribute values
of attribute a; and fBi : UBi × Bi → V Bi is an
information function such that fBi (x, a) ∈ V Bi

a for
every x ∈ UBi , a ∈ Bi.

• A super-table is defined as TS =< U,S∪D,V S , fS >,
where U is a non-empty finite set of objects, called uni-
verse; S = ∪m

i=1 {bi} is a set of all joint attributes and
D is a set of decision attributes; V S =

⋃
a∈S∪D V S

a ,
V S

a is a set of attribute values of attribute a; and
fS : U × (S ∪ D) → V S is an information function
such that fS (x, a) ∈ V S

a for every x ∈ U , a ∈ S ∪D.
• A mid-table is defined as TMi =< U,Mi ∪

D,V Mi , fMi >, i = 1, 2, · · · ,m, where U is a non-
empty finite set of objects, called universe; Mi =
(S\ {bi}) ∪ Bi and D a set of decision attributes;
V Mi =

⋃
a∈Mi∪D V Mi

a , V Mi
a is a set of attribute values

of attribute a; and fMi : U × (Mi ∪ D) → V Mi is an
information function such that fMi (x, a) ∈ V Mi

a for
every x ∈ U , a ∈ Mi ∪ D.

Example 1. Table 1 is a decision table, we decompose it
into one super-table (Table 2) and two sub-tables (Table 3,
Table 4). Combine Table 2 and Table 3 to compose a mid-
table Table 5. Similarly, Table 6 comes from Table 2 and
Table 4.

B. Basic properties

The following are some properties according to the above
definitions. Assume a decision system T =< U,C ∪
D,V, f >, sub-tables TBi =< UBi , Bi ∪{bi}, V Bi , fBi >,
i = 1, 2, · · · ,m, a super-table TS =< U,S ∪ D,V S , fS >,

Table I
A ORIGINAL DECISION TABLE

U a1 a2 a3 a4 d

1 1 1 1 0 1
2 1 0 1 1 1
3 0 0 0 1 0
4 1 0 1 0 1

Table II
A SUPER-TABLE

U b1 b2 d

1 b11 b12 1
2 b21 b22 1
3 b31 b32 0
4 b21 b12 1

Table III
THE FIRST SUB-TABLE

b1 a1 a2

b11 1 1
b21 1 0
b31 0 0

Table IV
THE SECOND SUB-TABLE

b2 a3 a4

b12 1 0
b22 1 1
b32 0 1

Table V
THE FIRST MID-TABLE

U a1 a2 b2 d

1 1 1 b12 1
2 1 0 b22 1
3 0 0 b32 0
4 1 0 b12 1

Table VI
THE SECOND MID-TABLE

U b1 a3 a4 d

1 b11 1 0 1
2 b21 1 1 1
3 b31 0 1 0
4 b21 1 0 1

mid-tables TMi =< U,Mi ∪ D,V Mi , fMi >, i =
1, 2, · · · ,m. Some properties are described as follows.

Property 1. The positive region in the super-table TS is
equivalent to the positive region in the original decision table
T , that is POS(S) (D) = POS(C) (D).

Corollary 1. The positive region in the mid-table TMi

is equivalent to the positive region in the original decision
table T , that is POS(Mi) (D) = POS(C) (D).

Property 2. The joint attribute bi in the super-table TS

is dispensable, that is POS(S\{bi}) (D) = POS(S) (D), iff
the condition attribute set Bi in the original decision table
T corresponding to the joint attribute bi is dispensable, that
is POS(C\Bi) (D) = POS(C) (D).

Corollary 2. The condition attribute a in the mid-table
TMi is dispensable, that is ∃a ∈ Bi, POS(Mi\{a}) (D) =
POS(Mi) (D), iff the condition attribute a in the original
decision table T is dispensable, that is POS(C\{a}) (D) =
POS(C) (D).

Corollary 3. If the joint attribute bi in the super-table TS

is indispensable, that is POS(S\{bi}) (D) �= POS(S) (D),
then there is a subset A in the condition attribute set Bi

corresponding to the joint attribute bi is indispensable in the
original decision table T , that is A ⊆ Bi, POS(C\A) (D) �=
POS(C) (D).

Corollary 4. If the condition attribute a in the mid-
table TMi is indispensable, that is POS(Mi\{a}) (D) �=
POS(Mi) (D), then the condition attribute a in the original
decision table T is indispensable, that is POS(C\{a}) (D) �=
POS(C) (D).
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III. THE ATTRIBUTE REDUCTION ALGORITHM OF

DECOMPOSITION BASED ON ROUGH SETS

In this section we introduce the strategy of decomposition
at first. Then the attribute reduction algorithm of decompo-
sition based on rough sets is proposed.

A. The strategy of decomposition

In this paper, our strategy of decomposition is to decom-
pose the condition attributes into several subsets and connect
these subsets with some new attributes called joint attributes.
The joint attributes and the set of decision attributes form
the super-table. Every subset and the joint attribute construct
the sub-table. In the process of algorithm, we combine a
sub-table with the super-table to compose the mid-table.
Actually, we only combine condition attributes and can’t
change data table itself. So our methods can’t lead to loss
of data or incorrect information after decomposition. In this
paper, the condition attributes of the original decision table
are divided equally among sub-tables randomly.

B. The attribute reduction algorithm of decomposition based
on rough sets

Suppose that the number of sub-tables is k. First, we
break a original decision table down into one super-table
and k sub-tables. The condition attributes of the original
decision table are divided equally among k sub-tables. The
joint attribute and subset in condition attributes compose a
sub-table. The super-table is made up of a set of decision
attributes and k joint attributes that are the key words in
sub-tables.

Then if the joint attribute in super-table is dispensable, we
can delete the joint attribute in super-table and combine the
same objects. Judge the next joint attribute. Otherwise, we
combine a sub-table with the super-table to compose a mid-
table, if the condition attribute in mid-table is dispensable,
we can delete the condition attribute in mid-table and
combine the same objects, or else continue the next loop.
Finally, a reduction can be find.

We show the attribute reduction algorithm of decomposi-
tion based on rough sets in Algorithm 1.

Algorithm 1. Attribute reduction algorithm of decompo-
sition based on rough sets (ARD)

Input: A decision table T =< U,C ∪ D,V, f >; The
number of sub-tables is k.

Output: Attribute reduction RED(D)(C).
Actually, the condition attributes of a decision table are

divided into several parts. We process every part instead
of every condition attribute. Every part is substituted by
a joint attribute. In other words, |C| condition attributes
of a decision table are compressed to k joint attributes
of the super-table. If the joint attribute is dispensable, the
condition attribute set corresponding to the joint attribute is
dispensable and can be deleted once. Each attribute in this
condition attribute set needn’t to be checked again. Even

1. Break T down into one super-table T S =< U, S ∪D,
V S , fS > and sub-tables T Bi =< UBi , Bi ∪ {bi},
V Bi , fBi >, i = 1, 2, · · · , k.

2. RED(D) (C)← C, i← 1.
3. While i <= k do
4. Begin
5. If POS(S\{bi}) (D) = POS(S) (D), then
6. Begin
7. S ← S − {bi};
8. RED(D) (C)← RED(D) (C)−Bi;
9. Combine the same objects;
10. End
11. Else
12. Begin
13. Combine T Mi with T Bi and T S , j ← card (Bi);
14. While j > 0 do
15. Begin
16. If ∃a ∈ Bi, POS(Mi\{a}) (D) = POS(Mi)

(D),
then

17. Begin
18. Bi ← Bi − {a};
19. RED(D) (C)← RED(D) (C)− {a};
20. Combine the same objects;
21. End
22. j ← j − 1;
23. End
24. End
25. i← i + 1
26. End
27. Return RED(D)(C).

though the joint attribute is indispensable, we need to convert
a super-table and a sub-table into a mid-table, the scale of
mid-table is compressed a lot. Relative to |C|, the number
of attributes of the mid-table is (|C|/k) + k, which is very
small. Hence our methods achieved significant saving on
computation time.

IV. EXPERIMENTS

In this section, we show that our attribute reduction algo-
rithm of decomposition based on rough sets can reduce the
computation significantly. The following experiments were
conducted on a PC in our laboratory and its configuration is
Dual E2140 1.60G (CPU), 1G (memory) and windows XP
(operation system). All algorithms were implemented in C#
and the programming used the stored procedure of database
SQL Server 2000.

A. A comparative experiment on seven datasets

In order to test the validity of the algorithm, four classical
algorithms for attribute reduction are described as follows:
General attribute reduction algorithm (General); Attribute
reduction algorithm based on positive region (Positive)
(computing core firstly and appending the most impor-
tant attribute according to significance of attributes until
achieving reduction); Attribute reduction algorithm based on
information entropy (Entropy); Attribute reduction algorithm
based on discernibility matrix (Matrix). According to ARD
algorithm of this paper, we suppose the number of sub-
tables is four. We perform the experiments on publicly
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Figure 1. The comparison of performances of different attributes on
Insurance-Company-Benchmark dataset

available datasets from UCI database (These datasets can
be downloaded at http://www.ics.uci.edu). The experiment
results are shown in Table 7. A brief description is below
the datasets. (C: condition attribute; D: decision attribute; O:
object). The rest columns present running time of different
algorithms (its unit is second and the abbreviation is S)
which is average of repeating 10 times experiments. ∞
means that the running time is more than 43200 seconds
(12 hours).

When there are missing values in datasets, these values
are filled with mean values for continuous attributes and
majority values for nominal attributes [16]. If the datasets
are numerical, all continuous attributes are discretized using
Equal Frequency per Interval [17].

As listed in Tables 7, General outperforms other three
classic attribute reduction methods. The performance of
Positive is less than that of General. The performance of
Entropy is worst. Matrix is less time consuming for small
dataset while this algorithm gain worse performance even
get no result for large-scale dataset. ARD has been shown
to be superior to other methods.

B. A experiment on Insurance-Company-Benchmark dataset
with different attributes

The second experiment is performed on Insurance-
Company-Benchmark dataset which has 86 attributes and
9822 objects. We select bottom 20, 30, 40, 50, 60, 70 and 86
attributes from this dataset respectively. We use four classical
approaches and the attribute reduction algorithm given in this
paper to test these data. According to our method we break
the datasets down into one super-table and four sub-tables.

From Figure 1, we can see the comparison of efficiencies
of various methods as attributes are increased gradually. As
depicted in Figure 1, ARD outperforms other methods. The
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Figure 2. The comparison of performances of different objects on Connect-
4 dataset

running time of our method increases slightly as attributes
are increased gradually. However, other methods consume
much time. There is not the execution time of Matrix
because it is always ∞. The time of Entropy is ∞ when
the number of attributes is greater than 70.

C. A experiment on Connect-4 dataset with different objects

We do another experiment on Connect-4 dataset which has
43 attributes and 67557 objects. We select top 200, 2000,
4000, 6000, 8000 and 10000 objects from this dataset. Four
classic approaches and our method are used to test these
data. The number of sub-tables is the same as the above
experiments.

Figure 2 shows the comparison of efficiencies of various
algorithms based on different size of objects. As depicted in
Figure 2, ARD can achieve better performance than other
methods. The execution time of Matrix is ∞ when the
number of objects is more than 2000.

V. CONCLUSION

Attribute reduction is an important issue for rough sets.
Many proposed attribute reduction methods get worse per-
formance for large datasets. In this paper, we introduce a
novel decomposition method for rough set attribute reduc-
tion. We break down a complex table into smaller, less
complex and more manageable sub-tables that are solvable
by using existing methods, then joining them together to
solve the initial table. In order to test the validity of
the algorithm, we do numerous experiments. Experimental
results demonstrate that our method is efficient for various
datasets.

There are two directions for ongoing work. The first one is
to develop other efficient algorithms based on decomposition
for attribute reduction. The second one is to focus on how
to make sure the number of sub-tables exactly.
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Table VII
COMPARISON OF EFFICIENCIES OF DIFFERENT ATTRIBUTE REDUCTION ALGORITHMS

Dataset General Positive Entropy Matrix ARD

Audiology(Standardized)(69C,1D,226O) 12S 44S 286S 14S 9S
Breast Cancer Wisconsin(Diagnostic)(31C,1D,569O) 3S 6S 45S 200S 2S

Connect-4(42C,1D,67557O) 287S 1651S ∞ ∞ 111S
Insurance Company Benchmark(COIL 2000)(85C,1D,9822O) 190S 1706S ∞ ∞ 44S

Madelon(499C,1D,4400O) ∞ ∞ ∞ ∞ 41S
Optical Recognition of Handwritten Digits(64C,1D,1796O) 15S 44S ∞ ∞ 4S

SPECT Heart(44C,1D,267O) 6S 15S 109S 6S 1S
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