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Abstract—Person Re-identi cation (RelD) aims to retrieve the I. INTRODUCTION
edestrian with the same identity across different views. Existin . .
gtudies mainly focus on imprgving accuracy, while ignoring? ER_SO_N Re-IdentiPcation (RelD), refers to the W_Ork of
their ef ciency. Recently, several hash based methods have been | retrieving the correct target from a large collection of
proposed. Despite their improvement in ef ciency, there still person images, which has received increasing attention due
exists an unacceptable gap in accuracy between these methodso jts great potential in real-world applications. Tremendous
and real-valued ones. Besides, few attempts have been made,,qress has been achieved in the last few years. However,

to simultaneously explicitly reduce redundancy and improve it . hall . task . ¢ . fact
discrimination of hash codes, especially for short ones. Inte- It remans a challenging task owing 1o various factors,

grating Mutual learning may be a possible solution to reach Such as viewpoints, severe occlusions and posture variations.
this goal. However, it fails to utilize the complementary effect To address these issues, existing person RelD methods [1]D[9]
of teacher and student models. Additionally, it will degrade the mainly focus on performing robust identity-invariable repre-

performance of teacher models by treating two models equally. seniation learning by facilitating prior knowledge or design-
To address these issues, we propose a salience-guided iterative histicated f ks. Most of th thod inl
asymmetric mutual hashing (SIAMH) to achieve high-quality Ing sophisticated frameworks. VIost of these methods mainly

hash code generation and fast feature extraction. Specically, adopt complex models and extract high-dimensional real-
a salience-guided self-distillation branch (SSB) is proposed to valued features to pursue high performance. However, high
enable SIAMH to generate hash codes based on salience regionscomputational cost comes with these issues, making the most
thus explicitly reducing the redundancy between codes. Moreover, giaia_of-the-art models unsuitable for real-world applications,

a novel iterative asymmetric mutual training strategy (IAMT) is h fit rveillan Moreover veral lar |
proposed to alleviate drawbacks of common mutual learning, such as security surveifiance. vioreover, several large-scaie

which can continuously re ne the discriminative regions for RelD benchmark datasets have been proposed to simulate
SSB and extract regularized dark knowledge for two models as real-world scenarios recently, which contain a large number
well. Extensive experiment results on ve widely used datasets of gallery data. It will be very time-consuming for existing

demonstrate the superiority of the proposed method in ef- o) \alued approaches to retrieve the target person in these
ciency and accuracy wien compared with existing state-of-the- datasets

art hashing and real-valued approaches. The code is released at .
https://github.com/Vill-Lab/SIAMH. Recently, hashing [11]D[22] has been proved to be a
promising way for large-scale image retrieval and applied
in a wide range of real-world scenarios. By mapping high-
dimensional features into compact binary codes, they can
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Fig. 1. Illustration of hashing RelD: (a) Traditional methods, (b) Deep
hashing methods, (c) The proposed method.

Recently, online knowledge distillation [28], [29] has been
widely used for model acceleration. Inspired by the recent
advance in online knowledge distillation, we make an attempt
to integrate mutual learning into the proposed framework.
However, common mutual learning has two crucial draw-
backs which limit its application. Firstly, it does more harm
than good to the performance of large models by impos-
ing strong constraints for minimizing the output difference
between two models. Besides, the complementary effect of
two models cannot be fully utilized by treating two models
equally. Therefore, to tackle these challenges, we design a
salience-guided iterative asymmetric mutual hashing network.
As shown in Fig.1, the proposed method optimizes hash codes
from two distinct views: a) reducing information redundancy
across models, b) minimizing quantization loss within models.
Specifically, SIAMH enables the network to generate hash
codes based on the most informational regions, thus explicitly
reducing the information redundancy and guaranteeing the
compactness of hash codes. Besides, it can alleviate the
drawbacks brought by mutual learning through asymmetric
training, in which the student model can learn discriminative
dark knowledge and meanwhile impose implicit regularization
on the teacher model, resulting in complementary effects.
Additionally, a diverse partition module and a self-distillation
quantization loss are employed to extract effective real-valued
features and close the discrepancy of similarity structure in the
quantization process for a single model respectively. Finally,
compared with existing methods, SIAMH can largely slow
down the speed of accuracy decrease with code length becom-
ing shorter by explicitly reducing the redundancy, as shown
in Fig.2. The main contributions are summarized as follows:

1) We present a new salience-guided iterative asymmetric
hashing framework, called SIAMH, in which a novel salience-
guided self-distillation branch (SSB) is designed to make
SIAMH generate binary codes from the continuously refined
salient regions. By explicitly reducing the information redun-
dancy, SSB can bring significant improvements for hash codes,
especially for short ones.

s
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SIAMH ' SIAMH
oLBC oLsc

Fig. 2. Compared with 2048-bits results, accuracy decrease percentage of
different bit length for SIAMH and DLBC [10].

2) A novel iterative asymmetric mutual training strategy,
called IAMT, is proposed in which two models learn regu-
larized dark knowledge and provide complementary effects
for each other through asymmetric training to alleviate the
drawbacks of mutual learning, thus further boosting final
performance.

3) Extensive experiments on five widely used datasets show
that the proposed method achieves superior performance to
existing hashing RelD methods. For the state-of-the-art real-
valued methods, SIAMH further closes the gap with them in
terms of accuracy while significantly improves the retrieval
efficiency.

The remainder of the paper is organized as follows:
In Section 11, we review some related works about knowledge
distillation and hashing RelD and analyze their drawbacks.
Section Il elaborates on the proposed salience-guided iterative
asymmetric mutual hashing network. Section IV presents
the experimental results of the comparisons and evaluations.
Finally, the conclusions are drawn in Section V.

Il. RELATED WORK

Since the proposed method mainly focuses on the design
of hash based RelD networks and knowledge distillation,
we briefly review related works in this section.

A. Traditional Person Re-ldentification

Traditional person RelD methods [1]-[8], [30], [31] mainly
address the pedestrian matching problems from two perspec-
tives: 1) learning robust and effective view-invariant represen-
tations, which focus on dealing with cross-view appearance
changes brought by various factors such as background clutter,
occlusions, 2) constructing sophisticated and powerful feature
extraction networks. Among them, Yu et al. [1] propose
a hard-aware point-to-set loss to solve problems brought
by traditional sampling. Bai et al. [2] develop a manifold-
preserving algorithm by integrating manifold-based affinity
learning. Li et al. [3] focus on integrating multiple attentions
from diverse levels and optimizing multi-scale attention fea-
tures selectiveness to enrich final results. In [4], a part-based
baseline is proposed to maintain part-level content consistency
for accurate part location. Bryan et al. [5] attempt to model
long-range region relation by utilizing second-order statistics
within features. Fu et al. [6] propose a horizontal pyramid
matching strategy to alleviate influence brought by crucial
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body parts missing problems. Zhaegal. [7] design a sophis- feature extraction. However, liimits the performance of real-
ticated alignment approach and jointly optimize global anealued features, leading to ddteated hash codes. As a result,
local features in the proposed framework. lahal. propose there exists a large gap in matching accuracy between hash
a correspondence structure to address spatial misalignmdrased RelD methods and real-valued approaches. To address
brought by camera-view changes. More recently, [8] desidihese problems, differing from existing frameworks, our
an attentive but diverse network, aiming to fully promotgvork simultaneously optimizes the information redundancy
the complementary powers of attention and feature diversignd improves the discrimitian of real-valued features.
Nevertheless, to achieve high matching accuracy, all of theSencretely, the proposed salience-guided self-distillation
works need complex frameworks to obtain high-dimensionbaianch and Rexible iterative asymmetric mutual training strat-
real-valued features, resulting in a slow retrieval processgy work collaboratively to further close the gap with real-
They are not scalable for a large number of gallery imageslued methods in accuracy.

Consequently, it grows rapidly for the response time and

memory costs with the size of the gallery set becoming largef. Knowledge Distillation

Knowledge distillation refers to the work of transferring
B. Hash Based PersoRe-ldentibcation knowledge from one (teacher) to@ther (student), which was

. .. prst proposed by Hintoat al. [35]. It has been widely used
Previous hash based RelD methods can be roughly d'V'cfte:dSmodel compression and unsupervised learning in recent

into two categories: traditional methods [23], [27], dee o o
. ‘Years. Existing methods of knowledge distillation can be
hashing methods [10], [24]D[26], [32]D[34]. 1) As shown Igoughly divided into three cag@ries: online distillation, self-

Fig.1 (a), traditional methods aim to learn subspace transfofe, o oieine distillation. In online distillation, the stu-

.rggtti'g: ?nr;?r?clggrt)g C;g'”%f’ﬂl;gﬁ;g:gﬁgi'\zﬁ g:ju;te'gltir%rgfent model and the teacher model are updated simultaneously
Jinto Hamming space 'IE)hesge methods generally take each capy tained in an end-to-end mode. In the last wo years,

) g space. ¢ 'S 9 yte several online knowledge methods [29], [36] have been pro-
era view as one modality and exploit the correlations between

distinct camera sources to produce view-invariant represe %_sed. In [36], Zhangt al. propose to make a set of neural
tions. Among them, cross-view binary identities (CBI) [27 tworks work collaboratively. As for the self-distillation [37],

minimizes the intra-person ktaming distance and maximizes _h(_a teache‘r and student'models share the same network. I_3y uti-

the cross-covariance to construct two sets of hash functio“zm.g the Osoft targ_etso @dted from teacher models, online

while cross-camera semantic binary method (CSBT) [2 stillation can obtain latent Odark know[edgeo to enhance the

tries to alleviate the intrinsic cross-view variations. Howeve rformance of the_stgdent model. The Osofft targetsO are often
j in the form of prediction results or intermediate features and

the objectives of these methods generally require complex NWhtain pivotal similarity information for guiding the training

convex optimization and need to explicitly design the compll—rocess of the student model during distillation.

cated loss functions, resulting in unstable training procesS%sRecem progresses of online distillation have demonstrated

and poor performance. 2) The basic framework of deep hash- o . )
ing methods is shown in Fig.1 (b). These approaches generztl? superiority over omee.ones. Inspired by thes_e methods,
make an attempt to integrate mutual learning strategy

:serrct) hnizgam%'r:?r/erioz;sthes eencqu;lnet;']vssrﬁi] tolagz?:r%eo the proposed framework. However, directly combining

pproxi inary - Spect Y >SNing ay Mtual learning may result in sub-optimal results. Two main
mostly fglly connected layers V\."th tan-like activation. Amongactors can be obtained through analysis: 1) Firstly, due to
them, Blt—scalgble deep hgshmg .(DSRCH) [32]. Proposes,d, discrepancy in learning ability of two models, equally
novel formulation of relative similarity comparison base

. . S mposing constraints for closing their gap will harm the
on the triplet-based model, pawing generatig bit-scalable erformance of the large model, thus producing deteriorated

resul_ts. PDH [24] mtegrgtes a part—bas.ed _mpde! Into d.e Esults. 2) Besides, common mutual learning cannot fully use
hashing frameworks to improve local discrimination, Whl|(?he different advantages of two models. For example, large

g:n[;?],téﬁs(,:fo?rizggi gt? a?gverséar:;li;iaarlrln?[ Eg::ng?r?gﬁ'Bﬁodels perform well on training sets and are much more
Y gy. =p Y: Iscriminative, while light models perform well on generaliza-

distribution to implicitly guide the network to produce sampleﬁbn tasks. Therefore, simply combining mutual learning will

conforming to the same distribution. By explicitly er":C)d"q%eat two models equally, thus reducing complementary effects.

lsoecrigr:/tliiu?r:u?uneﬁililr?f’or%LaEiign[#Oi;?rrnni]zu;ztoe: t:m?'?:régggatlh;o address these issues, we propose a salience-guided iterative
. symmetric mutual training strategy, which can fully enhance
gap with real-valued methods. CPDH [33] focuses on pr y 9 9y y

. ) S e performance of two models through iterative interaction.
serving consistency between hash codes and optimizes hgh P 9

dimensional features in morelost directions. To accelerate

the matching process, a coarse-to-Pne search strategy is pro-

posed by CtF [26] to enhance the quality of short codes. }
Nevertheless, none of them focus on reducing the redufy- Framework Overview

dancy and guaranteeing compactness of hash codes, whichn this section, the framework of the proposed SIAMH

is rather crucial for binary results, especially for shomnethod will be described in detail. For convenience, some fre-

codes. Besides, they generadlglopt simple networks for fast quently used notations are introduced Prstly. Specibcally, we

IIl. SALIENCE-GUIDED ITERATIVE
ASYMMETRIC HASHING
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Fig. 3. The overall framework of the proposed SIAMH: (a) Self-distillation rdization loss minimization within models, (b) Salience-guidedatiee
asymmetric mutual training. DPM indicates thatse partition module. Loss boxes with light yell@olor are loss functions for the student modehile
green for the teacher model.

denote global average pooling and global max pooling as GApecibcally, we denote the readlued features before hash
and GMP respectively. Fully coeated layers and convolutionlayers asH;  RY9. Owing to the ill-gradient problem afgn(-),
layers are simpliped as Fc and Conv. Besides, the whdlash layers are generally Fc layers with tanh-like activation,
training set is indicated a{sP.,yi}iN:l, where P, denotes the resulting in sub-optimal approximate discrete codes and an
i-thimageyi {1, 2,3,..., Ng} represents the correspondingxtra quantization procedure in the testing stage. Unlike them,
person identityN and Ny indicate the image number and thehe above hash layers are repeéd with greedy hash layers in
number of pedestrian identities in the training set respective§1AMH to directly generate completely discrete results.
Besides,H are the real-valued features aBdindicate hash  Different from existing hashing RelD methods, SIAMH per-
codes. C is the batch sizq'.* and ISH denote the prediction forms binary code optimization from two distinct perspectives:
results of real-valued features from the teacher model agdantization loss minimization within single models, redun-
the student model respectively, whilé and ISB indicate the dancy reduction across models. For the brst view, a diverse
corresponding classibcation results of binary codes. Subscppttition module and a self-distillation quantization loss are
s andt represent the result is from the student model arinployed. The former focuses on generating highly approx-
the teacher model respectivebgn(-) is an element-wise sign imate discrete real-valued features. Besides, it can explicitly
function, which outputs -1 for positive values and 1 otherwisestablish the connections between Pnal hash codes and multi-
tanh(-) is calculated as follows granularity visual details. The self-distillation quantization
o S eSx loss aims at closing the gap in similarity structure between
e
. (1) hash codes and real-valued features. The above components

e+ e5x work collaboratively for quantization loss minimization within

As shown in Fig.3, the proposed SIAMH adopts the genersingle models and enhancing the quality of codes as a result.
pipeline of deep hashing methods within a single moddfor the second view, a salience-guided iterative asymmetric
Concretely speaking, a widely-used convolution network tsaining strategy is designed. Firstly, a salience-guided self-
utilized as the backbone to generate feature maps. Spedftillation branch (SSB) is proposed to maintain salience
cally, ReNeSt-50 and ResNet-50 are exploited here for thegion consistency in the mutual learning process, which
teacher and student model respectively. Afterward, a pooliegables the student model to generate salience-based features
layer is followed to produce high-quality but redundant reaknd reduce information redundancy as a result. Additionally,
valued features. Finally, it is successively inputted into Rbe training of SIAMH is conducted in a novel iterative asym-
layer for dimension consistency with binary codes and thenetric mutual training mode, ich can alleviate drawbacks
transformed into discrete hash codgs {S 1, 1}9 via hash of common mutual learning. Specibcally, two models learn
layers H(:), where q indicates the length of hash codescollaboratively and transfer gelarized dark knowledge for

tanh(x) =
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each other throughout the training process. For the followimginciples may inevitably harm the performance of real-valued
content of this section, we will mainly describe the two abovieatures. Instead, we choose to mimic the difference in predic-
procedures of SIAMH, together with the optimization of théion distribution. The prediction scores of real-valued features

whole framework. are used as a form of softened class scores to guide the
self-distillation process, where the former is detached from
B. Self-Distillation Quantizégon Loss Minimization training when fed into loss functions. Specibcally, the classical

1) Diverse Partition Module:Previous work [10], [38] has Kullback-Leibler diVergence loss is utilized for |t, which is
proved that high-quality real-valued features lead to smallgfown below
guantization loss. Thereforép address this issue, a diverse Ng ma(c)
partition module (DPM) is designed in the teacher model, Lia(ma, m2) = ma(ci) log( ) (2)
which can improve features dikgty and alleviate the inf3u- i=1 ma(ci)
ence of misalignment and occlusion meanwhile. As showvherem;, m, denote prediction results from the student and
in Fig.4, the DPM consists of twbranches: the global branch teacher models respectively, is the i-th class. Moreover,
the part branch in our implementation. In the global brancthe greedy hash layer is utilized to perform discrete optimiza-
two different pooling strategies are adopted to obtain glob@gbn and directly generate binary codes. Specibcaliyy-) is
representations. Firstly, the initial 2048 24 x 8-tensor is used as the activation function of hash layers. By minimizing
transformed into two 2048-dimension vectors via GAP andss function as Eq.(3), the framework can foresee the error
GMP respectively. Afterward, to optimize the embeddings testing and propagate gradients of hash codes to the former
from different spaces, a BNNeck [39] is employed for twdayer. As a result, real-valued features and binary codes can
branches, which consists of a classiPcation layer and a bapehoptimized in similar paces, thifisrther closing their gap.
normalization layer. Results of GAP and GMP strategies are _ - P
indicated asfgap/ fgmp  R2%48 respectively. For the part Lor =IIH S Bllp (3)
branch, it is composed of two branches as well. Firstly, the inirhere p is p-norm. Therefore the self-distillation quantization
tial 2048« 24x 8-tensor is split into three parts horizontally andoss can be found in Eq.(4).
vertically, which focuses on leaing sub-features of different
regions and explicitly encoding local visual clues. Therefore, Lqua= Lgr + Lu )
5 2048-dimension sub-features are obtained totally. Finallg, ) ] . . o
these sub-features are coremated into a single vector asC: Salience-Guided lterative Asymmetric Mutual Training
Pnal outputs of local branches, denotedfas These global ~ The salience-guided iterative asymmetric mutual train-
and local features are then inputted into the divide-and-encadg (SIAMT) framework aims to simultaneously enhance the
module, which aims at guaranteeing the bit-independencedi$crimination of hash codes and reduce information redun-
hash codes, thus reducing the quantization loss. Specibcalgncy across models, as shown in Fig.3. Specibcally, it con-
the feature is divided int@ slices with equal length, wheresists of two crucial components: salience-guided distillation
g denotes the length of hash codes. Then a fully-connecta@nch and iterative asymmetric mutual training strategy. The
layer is used to map each slice into a one-dimension vectmrmer focuses on enabling the light-weight student model
Afterward, these one-dimemsi vectors are concatenated ato generate codes based on the salient regions, thus reducing
the Pnal output of theiderse partition module. redundancy between codes, while the latter performs iterative
2) Self-Distillation QuantizationExisting methods mainly asymmetric mutual training, in which two models provide
impose L2-norm constraints to close the gap between redifferent outputs as dark knoedige for each other to alleviate
valued features and hash codes. However, since the disctiye- drawbacks of common mutual learning and fully utilize
ancy between them in information capacity, such hard expli¢cite complementary advanig of two models meanwhile.
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1) Salience-Guided Self-Distillation BranciMost hashing To be specibc, directly optimizing the Euclidean distance
methods generally ignore the information redundancy betwelkatween their feature maps may bring large model bias,
hash codes and perform feature extraction based on the whblgs resulting in overbtting to outputs of the teacher model.
image. As a result, visual clues that are irrelevant to pnlaistead, the pairwise activatiosimilarities of input samples
retrievale.g. the clutter background are also included betwedretween them are adopted to be mimicked, which are shown as
hash codes, resulting in severe redundancy. Due to the wéakow,
information capacity of binaryades, such feature extraction 5
procedures may harm the performance, especially for short Limag(Fs, Ft) = Fs- Fs' s Fi-F ' -
codes. To address this issue, a salience-guided self-distillation —™2P" S Fs-FsT , B RT
branch (SSB) is proposed in our model. Specibcally, feature
maps from two branches of the teacher model are added avitereFs, Fi are feature maps from the student model and the
averaged brstly. Afterward, the results are fed into the salierfé@cher model denotes the Frobenius-norm. Concerning the
generation block to produce class activation maps. Subsgeal-valued features level, i¢ optimized from three perspec-
quently, the obtained maps are transformed into probabilifyes: classiPcation score, pairwise and cosine similarities. For
maps through Softmax function. The values in the maps afe former, a similar function as Eq.(2) is used. The cosine
set to zero when they are lower than the predebned threshsifilarities between real-valued features from two models are
otherwise remain the same. Then these weighed maps @pémized as well, whose formulation is in Eq.(8).
resized and multiplied with feature maps of the student model

2 F

to Plter out background disturbances. The above process can Leos(Hs, H) = 1S Hs - Ht (8)
be summarized as follows Hs 2 Ht 2
Fsai= Re(In(Lcam) F (5) where is a weight parameter. Finally, the pairwise similarities

) . are also included as below
where F RE*H*W s the original feature maps of chan- L

nel numberC, height H and widthW. is the dot-wise Lsim = Erl S EL ? 9)
multiply operationLcam R H*Wi denotes the activation
maps,H;, W, indicate the height and width of input images. S .
In(-) and Re() are the interpolation and reshape operationghereE;!/E¢! is the Euclidean distance betwek andHd,
which are used to convert the activation maps to the same si-ztésti is the feature of image; from the teacher/student
as feature mapssal denotes the transformed results. A GAfnodel. q denotes the feature length. For real-valued feature
layer is followed to Ratten the former result and obtain singlevel, the losses can be summarized as follows

vectors. Finally, the classibcation scores of SSB are utilized

as pseudo labels to explicitly guide the training of the GAP Lmin= Lk + Lcos* Lsim (10)

branch, which is used for the Pnal generation of hash codes. o )
The corresponding loss is shown as below As for hash codes, a similar operation to real-valued feature

level is adopted. Therefore, to be summarized, the objec-
Lsal = Lki(lgap, Isal) (6) tive function of student model in the IAMT is shown as

where lgap, lsal are the prediction results of the GAP andollows:
salient branches respectiyelln this way, the GAP branch _ ' '

can alleviate the negative effects of uninformative issued-mult = Lmin(Hs, Ht) + Lmin(Bs, B) + Lmap(Fs, F) (11)
and generate hash codes based on the salient regions, th%ﬁjditionally
explicitly reducing the redundancy. Finally, in the predictiowei ’
stage, the student model does not rely on activation maps fr%

the teacher model. Therefore, it brings no extra time CostS o |arization on the teachenodel, which can maintain its

2) Iterative Asymmetric Mutual TrainingOn the one hand, iserimination meanwhile. Therefore, the objective function
owing to the constraint of fast feature extraction, the structuge .- -har model in the IAMT is shown as follows
of student model should be lightweight. However, it limits fur-
ther boost in performance within a single model. On the other Limuls = Lk,(|tH, |SH) + Lk,(|tB, |SB) (12)
hand, due to the gap in learning ability between two models,
directly integrating mutual learning cannot fully exploit their Finally, as shown in Fig.5, the weight maps from SSB can
complementary effects and may even harm their performanbeost the performance of hash codes from the student model,
Therefore, to tackle these issues, an iterative asymmetticis enabling it to generate betassibcation results. Mean-
mutual training strategy is pposed. Firstly, to fully utilize while, these results will impose stronger regularization effects
the powerful learning ability of the teacher model, the studenh the teacher model. With the gradient backpropagation, more
model is trained from multiple views based on multi-levalliscriminative feature maps can be obtained, thus making the
outputs of the teacher model,cinding feature maps, real- SSB generate more rebPned weighted maps. Therefore, in this
valued features, hash codes. The brst view mainly focuseay, SSB can be trained in a positive loop iteration mode,
on minimizing the discrepancy in activation patterns for thia which the salient regions can be continuously mined and
teacher and student models when receiving similar inputebned to further improve the discrimination of Pnal results.

i

to fully utilize the generalization of light-
ght student models, the classiPcation scdfés |2 from
student model are used as dark knowledge to impose
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Algorithm 1 Learning Algorithm for SIAMH

Input: P = {pi}f\i ;: images for training; y: person identities
for training images; student model: S; teacher model: T;
learning rate for S: py; learning rate for 7: y,; random
sample: R; batch size: M; number of iteration k«O0;
maximum iteration number: K;

Output: Parameters of S: 6,

1: Initialize parameters of S and T: 6, and 8, with pre-trained
parameters on ImageNet.

2: repeat
Fig. 5. The proposed iterative asymmetric training strategy. 3: {Pi}f\;ll — R(P)
4 By Hp F B IF — T({p'}¥)
5: le<—Re(1n(LCAM))®F
D. Optimization 6 Bg,Hg, Fo, 12, I — S(Fsar, {p'}M))

~

Compute L, by Eq.16.

1) Overall Objective Functioninspired by the recent pro-
Compute Ly, by Eq.17.

gresses of classibcation and triplet losses on RelD, they afe P
included in our objective function. Specibcally, the classipca®  Update 05 « 0 — 15 55 Lyt

; : )
tion loss is calculated as follows 10:  Update 6; < 6; — w1 55 Lin
11: until £ > K
L g 1 c | eWITi fitbyi (13) 12: return O
sf = Vi log
Cio1 jNé‘leW.iji+bn

where W, b are the weights and bias for classiPcation layeve introduce the hardware platform that our method is imple-
The formulation of triplet losses can be found in Eq.(14). mented on. Then we evaluate the proposed SIAMH and con-
duct comparisons with state-of-the-art real-valued and hashing
person RelD methods to demonstrate the effectiveness and
efpciency of SIAMH.

c
Lii=  [m+ D(f (1'2), f (1')) S D(f (1'2), £ (1"))]+
i=1
(14)
_ _ A. Datasets and Evaluation Measures
where m is the margin parametef..(:) denotes the feature We conduct experiments on bve off-the-shelf datasets

extraction processl ia js thei S th image in the batch, Market1501 [49], DukeMTMC-RelD [50], CUHKO3 [51]
I'» and I" indicate the hardest positive and negative imaggqy,r [52], and LasT [53]. The details are shown as follows.
of I'a. D(-) is the Euclidean distance function. For conve- MarketléOl includes 32,688  bounding  boxes
][nince,. the sum of the above loss tdrand B is denoted as ¢ 1 501 pedestrians captured from 2-6 cameras. We split
ollows: 12,936 images of 751 persons for training, and use the
Lmt= Lst(18, y)+ Lst (1M, y)+ Liri (H, y)+ Luri (B, y) (15) 3,.3'68 images for the query. The left 19,732 images are
utilized for the gallery.
Therefore, the overall objective function for the teacher pykeMTMC-RelD  contains 36,411 images  from
model can be summarized as follaws 1,812 persons under 8 cameras. It provides a bxed training/
Lin = Lot L L L (16) split strategy with 16,522 images of 702 persons for training,
th = Emt™ Emuls™ -qua 2,288 images for the query, and the left 17,611 images for
The loss function for the student model is listed as belovihe gallery.
CUHKO03 consists of 14,096 images of 1,467 identities
Lstu= Lmt+ Lmuit+ Lquat Lsal (17)  captured by 6 surveillance cameras. For the dataset, we fol-

2) Training and Testing:The whole training process iSIow the widely utilized protocol proposed in [50] with the

summarized as Algorithm.1. The whole framework is traine%ol\;g“li\;?lg?/tesmg 'Splitiée 441 | f 4101 identiti
in an iterative asymmetric mutual learning mode. In the contains ' ima&s of 4, identities.

prediction stage, Pnal hash codes for out-of-sample images @glntge i(;nages arle cgptlirgi 1@(115 cameras. F?II?wing .th'e
be directly obtained through the GAP branch of the Iightweigﬁfa; r?f pro;OCO [52], 1,041 identities are split for training
student model, while having no extra binarization operatiof"}n the rest for test.

Finally, the target images are retrieved using the Hammin LaST_ contains 228’1_56 |mm§ of 1.0’862 ider?“?‘es-
distance metric. ,923 images of 5,000 identities are split as the training set,

while 20,584 images of 56 identities are used as the evaluation
set. The rest 133,214 imagesind,803 identities are adopted
as the test set.

In this section, we Prst describe datasets and evaluatiorEvaluation Metrics: Following the standard evaluation
protocols. Specibcally, for fair comparison in retrieval timegrotocol in RelD, we use the Cumulated Matching

IV. EXPERIMENTS
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TABLE |

COMPARISONWITH STATE-OF-THE-ART REAL-VALUED METHODS ONMARKET-1501, DUKEMTMC-REID, AND MSMT17. BAND R DENOTE BINARY
AND REAL-VALUED FEATURESRESPECTIVELY. BESTRESULT|S SHOWN IN BOLD FORMAT. Q.TIME DENOTESTIME COSTS FORQUERY

Methods Code Market-1501 DukeMTMC-relD MSMT17
Type Length | R1 (%) | mAP (%) | Q.Time (s) | Rl (%) | mAP (%) | Q.Time (s) | R1 (%) | mAP (%) | Q.Time (s)
PN-GAN[40] | R 1024 89.4 726 - 73.6 532 - -
IDE[41] R 2048 88.1 72.8 - 69.4 55.4 - -
BoT[39] R 2048 94.1 85.7 22 86.4 76.4 2.0 B
SPRelD[42] R 10240 | 925 81.3 - 84.4 71 - - -
PCB[4] R 12288 93.8 81.6 6.9 83.3 69.2 6.3 68.2 40.4 1.4x102
VPM[43] R 14336 93 80.8 - 83.6 72.6 - - -
ABD-Net[8] R 3072 95.6 88.3 2.8 89.0 78.6 2.5 82.3 60.8 7.7x10!
RGA-SC[44] | R 2048 96.1 88.4 2.4 - - - 80.3 57.5 6.3x10!
SCSN[45] R 1536 95.7 88.5 - 90.1 79.0 - 83.0 58.0
SONA[5] R 1536 95.7 88.8 - 89.6 78.3 - - -
Osnet[46] R 512 94.8 84.9 1.8 86.6 73.5 1.5 78.7 529 4.3x10!
DGNet[47] R 1024 94.8 86.0 - 86.6 74.8 - 77.2 52.3
TANet[48] R 2048 94.4 83.1 - 87.1 73.4 - 75.5 46.8 -
SIAMH B 2048 95.4 88.8 2.8x107! 90.1 79.4 2.0x107! 83.2 62.5 6.8x107!
Characteristics (CMC) curve and the mean average preci- TABLE Il

sion (mAP) to evaluate the performance. The single quer)COMPARBONWlTH STATE-OF-THE-ART METHODS ONLAST. B AND 1
; ; iad ; DENOTEBINARY AND REAL-VALUED FEATURESRESPECTIVELY.
setting is applied in all experiments. BESTRESULT IS SHOWN IN BOLD FORMAT

B. Implementation Details

LaST
We conduct experiments based on Fastreid [54], a popular Methods Tee | RL%) | K5 %) | R10 %) | mAF %)
framework for deep-learning RelD in Pytorch. The standard PCBIA] R 06 650 39 52
Adam [55] algorithm is adopted. Initial learning rate is set to ' ' ' '
3.5x 1054 and decaying to 0.1 at 20 and 40 epochs. For a Osret46l | R 64.3 8.9 826 210
fair comparison, the backbone networks for all the compared ABD-Net(8] | R 485 67.6 744 16.1
methods and experiments are ResNet-50 and pre-trained on the CtF[26] B 70.0 83.3 86.7 26.5
ImageNet dataset. The input images are resized tex 328. SIAMH B 72.1 85.1 88.3 30.2

The batch size in the training stage is 64 and we set the batch
size for testing to 128. The training epoch number is set to
120. The images for training are augmented by random eras'@g
and random Ripping. Besides, the XBM [56] training strategy’
is adopted. The hardware platform for our method and all theAs shown in Table | and IlI, we compare our method with
compared methods is a PC with Intel Core i5 CPUs (2.6GH=ztate-of-the-art real-valued RelD methods, which generally
and three NVIDIA GTX 2080Ti GPUs with 11G memory. adopt high-dimensional real-valued features for better perfor-
In our evaluations, we use the Local Maximal Occumance. The results show that SIAMH outperforms the majority
rence (LOMO) feature [57] and deep features extracted by real-valued methods and meanwhile largely improves the
ResNet-50 to evaluate the non-deep hashing methods. Follomatching efbciency. Specibcally, compared with the popular
ing the standard protocol, we randomly choose 1,000 samphasthod BoT, SIAMH achieves 3.05%, 3.01% improvement
from the training set as the anchor images in KSH [58f) Rank-1 on two datasets. Though SONA and ABD-Net
SDH [12] to construct kernels. For computational efbciencgroduce slightly better results than SIAMH, it further closes
as for the LOMO feature, we use PCA to reduce the featutlee gap between real-valued methods and binary methods and
dimension to 3,000. For all the hashing and real-valued metiwen achieves better results than most real-valued methods in
ods, we follow the suggestion of the corresponding authorsdome cases. Additionally, it can be discovered that methods
set the related hyper-parameters. The source code of KSkith longer features generally show better performance but
SDH is not available, so we carefully re-implement therauffer from low matching efbciency. For example, as for
according to the setting of their authors. For SIAMH, we sehethods adopting features shorter than 2048-dimension, they
=0.1 for both teacher and student models. We sefl.5, all achieve Rank-1 scores less than 90% and 80% on Mar-
=0.3 to make the distillation loss contribute more to the tot&kt1501 and DuekMTMC-relD respectively. However, meth-
loss. ods using features longer than 10,240-dimension generally

Comparisons With Real-Valued Methods
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TABLE Il

COMPARISONWITH TRADITIONAL HASH BASED METHODS INmap(%). OsdhO/OsdhnO ENoTESsdh UsING HAND-CRAFT
AND DEEPFEATURESRESPECTIVELY. BESTPERFORMANCEIS SHOWN IN BOLDFACE

Methods Market1501 DukeMTMC-RelD CUHKO03
32bits  64bits  96bits  128bits | 32bits  64bits  96bits  128bits | 32bits  64bits  96bits  128bits

COSDISH[11] 1.89 3.68 4.83 5.94 1.02 2.39 3.81 5.11 0.82 1.54 2.59 3.01
SDH[12] 1.65 2.93 3.78 4.06 0.98 1.89 2.25 2.42 1.00 1.24 1.32 1.65
KSHI[58] 4.66 5.62 6.16 6.20 2.13 2.67 331 3.34 2.86 2.53 2.11 1.75
ITQ[59] 1.70 3.00 3.83 443 0.91 1.41 1.77 2.16 0.68 0.76 0.82 0.95
LSH[13] 0.44 0.83 1.18 1.68 0.40 0.58 0.83 1.06 0.37 0.46 0.44 0.68
COSDISH+CNN 0.79 1.06 1.47 1.82 0.62 1.09 1.42 1.79 0.39 0.57 0.63 0.62
SDH+CNN 0.73 1.26 1.55 1.67 0.66 0.89 1.06 1.40 0.44 0.65 0.63 0.63
KSH+CNN 0.77 0.74 0.54 0.68 0.30 0.37 0.44 0.46 0.49 0.41 0.33 0.41
ITQ+CNN 0.77 1.07 1.21 1.29 0.56 0.92 1.21 1.34 0.38 0.38 0.43 045
LSH+CNN 0.50 0.77 1.04 1.27 0.48 0.74 0.99 1.17 0.33 0.35 0.35 0.42
SIAMH 45.6 65.7 73.9 78.4 334 53.30 61.9 64.6 36.1 54.3 61.8 67.4

achieve higher than 92% results in Rank-1. Besides, metiapacity of binary codes, there still exists a gap between
ods using longer features generally need much longer timeal-valued methods and hashing ones, especially for short
for a single query. Take PCB as an example, it adoptedes. For example, when adopting 2048-dimension features,
12,288-dimension features and needs 6.9s and 6.3s foDlaBC and CtF achieve relatively high performance. However,

single query on two datasets pestively. In contrast, BoT their accuracy drops rapidly and has a large gap with real-
only takes around 2.0 seconds. Finally, it can be revealedlued methods when using codes shorter than 512 bits,
from the table that binary codes of SIAMH can achievevhich is mainly due to the severe information redundancy
nearly the same perforemce with state-of-the-art real-valuedetween their codes. By contrast, SIAMH can achieve higher
methods but bring a large reduction to query times cosgerformance for long hash codes owing to its discriminative
When applied in larger gallery set such as MSMT17 and LaSfEature extraction. Additionally, by explicitly reducing the

SIAMH shows more outstandingdvantages both in accuracyredundancy between hash codes, SIAMH can alleviate the
Specibcally, when compared with the ABD-Net, the proposgerformance deterioration afigither close the gap in accuracy

SIAMH outperforms it by 0.9% and 1.7% in Rank-1 and mAPetween these two types of methods, especially for short

on MSMTL17 respectively. codes. Specibcally, compared with the state-of-the-art hashing
) ) _ method DLBC, SIAMH outperforms it by 5.5% and 1.4%
D. Comparisons With Hashing Methods in MAP when using codes of 512 and 2048 dimensions.

In this section, we compare SIAMH with other state-ofMore importantly, with the code length reducing, the gap
the-art hashing methods incling traditional and deep hashbetween SIAMH and DLBC becomes larger as well. When
approaches, which are shown in Table Il and IV. Becaus®mes to more challenging datasets such as DukeMTMC and
all methods have the same query time when the code leniBMT, SIAMH shows greater advantages than DLBC. As for
is the same, here we only compare time costs for featutéF, though it can extract multiple hash codes in a single
extraction. As the results reveal, traditional hashing methoftamework, SIAMH outperforms it both in accuracy and time
generally perform much more poorly than deep hashing onessts for feature extraction. With regard of other hashing
For example, KSH and ITQ perform best among traditionatethods, SIAMH can achieve better performance than the
methods, while achieving half the worst result in deep hashinggjority of them even when they use longer codes. For exam-
methods. Additionally, when usindeep features, traditionalple, ABC using 2048-dimension codes achieves 64.7% and
features even perform worse. Two factors may account for &1.4% for Rank-1 and mAP on Market-1501 while SIAMH
1) Firstly, deep features contain biased knowledge of deep 128 bits obtains 78.4% and 90.6% respectively, which
networks and complex semantic structure, which is rathkoosts the former by 13.7% and 9.2%. Finally, compared
abstract for traditional methods. Therefore, discriminatiwith existing methods, SIAMH shows great model Rexibility
information cannot be fully extracted from deep features fdxy integrating iterative asymmetric mutual learning, which
them. 2) Besides, training processes of traditional methoddl be veribed in the following experiments. Apart from
are hard to converge. By contrast, low-level visual clugbe mAP and Rank-1, we compare some of these methods
are utilized to extract hand-crafted features, which can kéth SIAMH in CMC-50 curve, which is a more intuitive
easily repeated by calculating peotion matrixes. As a result, form. As shown in Fig.6, SIAMH outperforms the binary and
compared with deep featuresuhcraft ones are more suitablereal-valued methods across all the coordinates, which further
for traditional methods. Besides, owing to limited informationlemonstrates the superiority of SIAMH.
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TABLE IV

COMPARISONWITH STATE-OF-THE-ARTDEEPHASHING METHODS ONMARKET-1501, DUKEMTMC-REID, AND msmt17IN RANK-1(%), mAP(%)AND
QUERY TIME(S). BESTRESULT IS SHOWN IN BOLDFACE. F.TIME DENOTESTIME COSTS FORFEATURE EXTRACTION

Methods Code Market-1501 DukeMTMC-relD MSMT17
Length | R1 (%) | mAP (%) | ETime (s) | Rl (%) | mAP (%) | FTime (s) | Rl (%) | mAP (%) | ETime (s)
DRSCH [32] 512 17.1 115 - 19.3 13.6 - - - -
DSRH [14] 512 27.1 177 - 25.6 18.6 - - - -
HashNet [60] 512 29.2 19.1 - 40.8 28.6 - - - -
DCH [15] 512 40.7 20.2 - 57.4 373 - - - -
CSBT [23] 512 429 20.3 - 472 33.1 - - - -
PDH [24] 512 44.6 243 - - - - - - -
DeepSSH [20] | 512 46.5 24.1 - - - - - - -
ABC [25] 2048 81.4 64.7 3.3x 1072 82.5 61.2 3.0x 1072 - - -
CPDH [33] 2048 89.5 77.1 - 81.6 66.4 - B - .
32 60 37.7 39x 1072 | 495 28.7 3.7x 1072 | 330 147 4.0x 1072
o [26] 128 88.9 71 3.8x 1072 78.6 59.4 3.7x 1072 64.2 37.9 4.0x 1072
512 92.8 82.2 3.8x 1072 | 854 71.6 38x 1072 | 732 49.0 4.0x 1072
2048 93.7 85.4 3.9x 1072 87.7 75.7 3.7x 1072 76.7 525 4.0x 1072
64 82.7 62.5 - 724 50.6 - ) i _
DLEC [10] 128 89.7 72.8 - 80.5 622 - B . )
512 92.1 81.2 - 84.5 68.8 - B . )
2048 94.6 87.4 - 88.7 78.5 - 782 55.6 -
32 65.6 45.6 3.2x 1072 53.9 334 3.0x 1072 33.4 15.1 3.5x 1072
64 83.0 65.6 33x 1072 72.5 533 3.0x 1072 542 29.8 3.5x 1072
SIAMH 128 90.6 78.4 33x 1072 81.2 64.6 3.0x 1072 69.2 425 3.5x 1072
512 94.8 86.7 33x 1072 88.7 77.3 3.0x 1072 78.7 54.5 3.5x 1072
2048 95.4 88.8 3.3x 1072 90.1 79.4 3.0x 1072 83.2 62.5 3.5% 1072
(a) CMC-50 on Market-1501 (b) CMC-50 on DukeMTMC-relD

Fig. 6. The CMC-50 Curve results on Market-1501 and DukeMTMC-relD.

Component Analysisin this section, extensive ablationlayer is selected as the RelD baseline. Moreover, we con-
studies are performed for both teacher and student modelst experiments to verify the effectiveness of self-distillation
to verify the effect of each component. Concretely, the neguantization loss (SD), salience-guided self-distillation branch
work which only consists of ResNet-50 and a greedy ha$8SB), and the iterative asymmetric mutual training (IAMT).
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