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Abstract

While person Re-identification (Re-ID) has progressed
rapidly due to its wide real-world applications, it also causes
severe risks of leaking personal information from training
data. Thus, this paper focuses on quantifying this risk by
membership inference (MI) attack. Most of the existing MI
attack algorithms focus on classification models, while Re-
ID follows a totally different training and inference paradigm.
Re-ID is a fine-grained recognition task with complex feature
embedding, and model outputs commonly used by existing
MI like logits and losses are not accessible during inference.
Since Re-ID focuses on modelling the relative relationship
between image pairs instead of individual semantics, we con-
duct a formal and empirical analysis which validates that the
distribution shift of the inter-sample similarity between train-
ing and test set is a critical criterion for Re-ID membership
inference. As a result, we propose a novel membership in-
ference attack method based on the inter-sample similarity
distribution. Specifically, a set of anchor images are sampled
to represent the similarity distribution conditioned on a target
image, and a neural network with a novel anchor selection
module is proposed to predict the membership of the target
image. Our experiments validate the effectiveness of the pro-
posed approach on both the Re-ID task and conventional clas-
sification task.

Introduction
Nowadays, the deep learning model has made remarkable
progress with wide applications but also exposes risks of
leaking personal information from its training set (Fredrik-
son, Jha, and Ristenpart 2015; Wu et al. 2016; Shokri et al.
2017), especially for tasks where the data source is sensi-
tive like person re-identification (Re-ID). Re-ID is an image
retrieval task that identifies a specific person in different im-
ages or video sequence scenes. A Re-ID training set contains
pedestrian images, and leaking information from it causes
serious social security and ethical risks. For example, the
attacker could access the movements of a particular person
in different places to conspire some evil plots. Therefore, it
becomes necessary to quantify the information leakage of
Re-ID data.
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One common methodology to quantify the privacy risk of
a trained model is using the attack success rate of member-
ship inference (MI) attack (Shokri et al. 2017; Yeom et al.
2018; Salem et al. 2018; Long et al. 2018; Nasr, Shokri, and
Houmansadr 2018b; Song, Shokri, and Mittal 2019; Chen
et al. 2021). MI attack algorithm infers whether a record be-
longs to the training set by some information of target model
and is generally described as a binary classification problem.

Most of existing MI attack methods focus on classifica-
tion task (Shokri et al. 2017; Yeom et al. 2018; Sablayrolles
et al. 2019), where the attacker infers the membership of a
sample based on its corresponding model outputs, such as
logits (i.e. prediction confidence of each category) or loss
(inferred from logits and ground-truth label), as shown in
Figure 1.

However, compared to classification, Re-ID follows a to-
tally different training and inference paradigm, bringing new
challenges to existing MI attack methods. State-of-the-art
(SOTA) Re-ID methods first extract visual features from
each pedestrian image and then conduct recognition by re-
trieving images based on the relative similarity between im-
age pairs. During training, SOTA Re-ID methods add an ex-
tra identity classifier after the feature extractor, which are
not available during inference. As a result, the attacker gen-
erally only gets the feature embedding of individual images,
while the commonly used logits or loss for MI attack on clas-
sification are not available in the Re-ID task. As validated
by previous works (Nasr, Shokri, and Houmansadr 2018a),
compared to logits and loss, feature embedding contains
more information irrelevant to training data and does not
characterize the training-test generalization gap well. Fur-
thermore, compared to the general classification, Re-ID is
a more challenging fine-grained recognition task, leading to
a more complex and less discriminative feature distribution
for MI attacks.

As a result, in this paper, instead of the conventional
model outputs like feature, logits and loss, we aim at finding
a new set of features specifically for MI attack on person re-
identification. Compared to classification tasks that focus on
the semantics of individual samples, Re-ID is a metric learn-
ing task modelling the relative relationship between image
pairs. Thus, instead of looking at the features of individual
images, we tackle these challenges by elaborately exploring
the inter-sample correlation between different images and
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Figure 1: The different outputs for classification model and Re-ID model under the black-box setting. For classification model
(left), adversarial can access the logits and loss both during and after the training processing. However, for the Re-ID model
(right), only similarity and feature embedding are accessible during inference, which is not suitable for existing classification-
based MI attacks.

studying how the generalization gap of the Re-ID model af-
fects the distribution of pair-wise similarity. Intuitively, the
Re-ID model explicitly pushes images with the same identi-
ties on the training set together and pulls ones with different
identities away from each other (Oh Song et al. 2016; Duan
et al. 2017; Ming et al. 2022), which will be difficult to fully
generalize to samples in the test set, resulting in an inter-
image similarity distribution shift between training and test
set. This intuition is validated by our formal analysis of opti-
mal attack as well as the preliminary experiments in section
3. Our experiments compare the statistical properties of the
inter-sample similarity distribution of training samples and
test samples, showing an obvious difference between train-
ing and test set.

Based on the analysis, we propose a novel MI attack
method called similarity distribution based MI attack (SD-
MI attack), which conducts membership inference by ex-
ploiting the relative correlation between image pairs. Specif-
ically, given a target image, the inter-sample similarity dis-
tribution conditioned on the target image is represented by
a set of sampled anchor images, and the membership of the
target image is inferred based on its similarity with the an-
chors within the reference set by a neural network. In order
to select appropriate anchor images that better represent the
similarity distribution, we propose to use an attention-based
neural module that is able to automatically select anchor im-
ages based on their feature embedding. Extensive experi-
ments demonstrate that our approach outperforms existing
MI attack algorithms on general Re-ID models.

The contributions of our work are summarized as follows.
1) We raise a rarely studied privacy risk of the training set
in the Re-ID task, whose information leakage is quantified
by our proposed MI attack algorithm; 2) We propose the
first MI attack algorithm on person Re-identification, which
attacks a target image by exploiting its relative correlation
with reference images; 3) The proposed method outperforms
existing MI attack approaches on Re-ID models. We hope
this work will attract more attention to the data privacy risk
of person re-identification, as well as more and more com-
puter vision tasks other than classification.

Related Work
Because of the high complexity of the training set and the
target model, it is extremely difficult to theoretically ana-
lyze why membership inference attacks work. Recent work
by (Yeom et al. 2018) describes the generalization gap of the

target model as the main reason that affects membership in-
ference attack success rate. Shokri et al. (2017); Sablayrolles
et al. (2019) observe that the attack model is more likely to
infer membership when the target model performs better on
the training set than on the test set. Li, Li, and Ribeiro (2020)
experimentally demonstrate that an upper bound of member-
ship inference attack success rate is determined by the gen-
eralization gap of target model. Most MI attack issues are es-
sentially based on the prediction vectors forthrightly related
to the generalization gap, such as loss and logits. However,
our paper makes a thorough inquiry on the distribution gap
of similarities.

Li, Rezaei, and Liu (2022) propose a user-level MI at-
tack in metric embedding learning. This approach is based
on an assumption that data from the same category forms a
more compact cluster in the training set than the test set, and
uses the average and pair-wise intra-class distance as fea-
tures to conduct user-level membership inference. However,
this method requires multiple samples from one class and
the number of sample in the class severely affect the attack
success rate (i.e. low number of samples causes low attack
success rate). While Li, Rezaei, and Liu (2022) only focuses
on average and pair-wise distance on intra-class samples, our
method proposes to look at more general similarity distribu-
tion over all sample pairs (both intra- and inter-class simi-
larity). Furthermore, our method does not require multiple
samples for each identity.

Shokri et al. (2017) firstly propose the approach that trains
a binary classifier to conduct membership inference on clas-
sification model by using logits as features. For the gener-
ative adversarial network, (Hayes et al. 2017) believe that
trained generator will lead the stronger confidence scores
on the training set. In this paper, we establish the similarity
distribution membership inference attack approach that de-
scribes the distribution gap between training and test set of
trained Re-ID model by the similarity with the target image
xt and the anchor images.

Preliminary Analysis
Preliminaries
In this paper, we focus on the most effective type of ap-
proaches adopted by most of the existing state-of-the-art Re-
ID models, which use a softmax-based classifier as a loss
function. Given a Re-ID dataset D containing images sam-
pling from a data distribution P (x) as the form of (x, y) ∈



X ×Y , where x is the pedestrian image and y is the identity
label corresponding to x. Existing methods (Zheng, Yang,
and Hauptmann 2016; Hu et al. 2017) consider Re-ID as an
image classification task during training, where an image x
is fed into a backbone network to extract high-dimensional
features, which is then fed into fully connected layers to
classify x with an identity y. The cross-entropy loss is ap-
plied to train the classification model:

Lid =
1

n

n∑
i=1

log(p(yi|xi)) (1)

During inference, given a query image, Re-ID is essen-
tially an image retrieval task where the goal is to find the
images with the same identity as the query image from a
gallery. This is achieved by removing the identity classifier
and using the high level feature before the classifier to com-
pute the similarity between the query image and gallery im-
age. Then, person re-identification is conducted by sorting
images based on this similarity.

Optimal Membership Inference

We follow the assumption in (Sablayrolles et al. 2019) that
models the posterior distribution of model parameters θ as:

P (θ|{(xi, yi,mi)}ni=1) ∝ exp

(
− 1

T

n∑
i=1

miL(θ, xi, yi)

)
(2)

where mi is the membership variable for each sample that
mi = 0 means test set and mi = 1 means training set. And
T is a temperature parameter controlling the stochasticity of
θ. Substituting the Re-ID loss function into Eq.2, the poste-
rior distribution of Re-ID model parameters is:

P (θ|{(xi, yi,mi)}ni=1) ∝ exp

(
− 1

T

n∑
i=1

miL(θ, xi, yi)

)

= exp

(
− 1

T

n∑
i=1

mi logP (yi|xi; θ)

)

= exp

(
− 1

T

n∑
i=1

mi log
d(xi, ayi)∑k
j=1 d(xi, aj)

)
(3)

where d(xi, aj) denotes a similarity measurement in Re-ID
representation space, which has multiple variants for differ-
ent cross-entropy based Re-ID methods, such as L2Softmax
(Ranjan, Castillo, and Chellappa 2017) and AngularSoftmax
(Liu et al. 2016), aj is a learned class centers representing
each identities and k is the number of identities.

Following (Sablayrolles et al. 2019), given the set of other
samples and their membership T = {(xi, yi,mi)}ni=1, the
membership of the sample x1 is inferred as:

M(θ, x1, y1) := P (m1 = 1|θ, x1, y1)

= ET

[
σ

(
s(x1, y1, θ, P (θ|T )) + log

P (m1 = 1)

1− P (m1 = 1)

)]
(4)
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Figure 2: The average and standard deviation gap of distance
from every reference sample to training target images or test
target images.
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Figure 3: Cumulative density function of the average and
standard deviation of the distance from the all reference
samples to training target images and test target images.

where

s(x1, y1, θ, P (θ|T )) = − 1

T
log

d(x1, ay1)∑k
j=1 d(x1, aj)

− log

(∫
θ′
exp

(
− 1

T
log

d(x1, ay1)∑k
j=1 d(x1, aj)

P (θ′|T )

)
dθ′
)

(5)

As shown in Eq.4 and Eq.5, the second term of Eq.5 cor-
responds to the typical loss of x1 under the models that have
not trained with x1 and can be seen as a threshold for MI at-
tack. If this term is computed or properly approximated, the
optimal membership inference depends only on the relative
similarity between target sample xi and the identity centers
aj . However, as discussed in the introduction, these learn-
able identity centers are usually not accessible for attackers.
As a result, since the Re-ID loss pushes the training sam-
ples to their corresponding centers as close as possible, it is
intuitive to select a set of proxy centers to approximate the
learned centers (called anchor images in this paper) from the
actual Re-ID dataset images and conduct membership infer-
ence based on the sampled proxy centers. Our preliminary
experiments in the next sub-section verify that there is an
obvious and distinguishable difference between the statisti-
cal properties of the similarity between the target image and
randomly sampled anchor images in the training and test set.
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Figure 4: The two-stages pipeline of our black-box MI attack. First, for each target image xt we compute the similarity vector
ṽt with reference samples. Second, we fed similarity vector ṽt into the attack model to infer the membership of target image
xt. Furthermore, we propose the anchor selector module selecting useful anchor images in the limited reference set to better
approximate the similarity distribution.

Preliminary Experiments

Experiment Configuration. The formal analysis in the last
sub-section has shown that the membership of a target image
depends on the relative similarity between the target image
and the identity centers learned from Re-ID training. Since
identity centers are not accessible for MI attacks, we propose
to sample a set of reference images from the Re-ID dataset
as proxy centers and examine how the training/test gener-
alization gap affects their similarities with the target image.
Specifically, given a dataset containing training samples de-
noted as Dtrain and another dataset containing test samples
denoted as Dtest, we sample an extra set of 10% reference
samples and obtain the Euclidean distance between target
samples in Dtrain/Dtest and the reference samples.
Statistical Analysis. From the distance matrix, we observe
that the individual pair-wise distance has a high standard de-
viation and does not show obvious patterns relating to mem-
bership. Thus, several statistical properties of the overall dis-
tance distribution are compared between the distances from
a training sample and a test sample to the reference samples.

Firstly, we examine the mean of the distance from each
target sample in Dtrain / Dtest to different reference sam-
ples, as shown in Figure 2 (a). The y-axis corresponds to
the average distance from each target sample in Dtrain or
Dtest to a specific reference sample, and the x-axis refers to
different reference samples. As a result, we observe a clear
margin between the mean distance corresponding to Dtrain

and the mean distance corresponding to Dtest. The average
distance corresponding to target samples in Dtrain is gen-
erally larger than samples in Dtest. Similarly, the standard
deviation of the distance from each target sample in Dtrain

/ Dtest to different reference samples is shown in Figure 2
(b), which also shows a clear margin between samples from
Dtrain and samples from Dtest.

Besides looking at the mean and deviation of distance
based on each individual reference image, we further exam-
ine the distribution of the mean and standard deviation over
all reference images, which is represented as a cumulative
distribution function as shown in Figure 3. We observe that

the cumulative distribution functions corresponding to sam-
ples in Dtest are always above those corresponding to the
samples in Dtrain.
Design Principles. In conclusion, our experiments show
that there is an obvious similarity distribution shift between
training and test set, which means the similarity distribution
between the target sample and a set of anchor images is an
effective feature for membership inference.

Proposed Method
We first briefly introduce the overall pipeline of our Simi-
larity Distribution based Membership Inference Attack, as
shown in Figure 4. Our method mainly contains two stages.
In the first stage, given a target image, we obtained a fea-
ture vector that represents the conditional distribution of the
similarity between the target images and other images in the
data distribution. In the second stage, the membership infer-
ence is conducted based on the similarity distribution with a
novel neural network structure. In the next two sub-section,
we will elaborate on our designs and implementation in the
two stages respectively.

Obtaining Similarity Distribution
Following the design principles, the membership of a target
image xt is inferred based on its similarity with a set of an-
chors sampled from the Re-ID data distribution P (xt).

Specifically, we first sample a set of anchor images from
the Re-ID data distribution P (x), i.e. a reference set rt =
[r1t , r

2
t , r

3
t , . . . , r

N
t ] where rit ∈ D is randomly sampled

from dataset D and N is the image number of reference set.
The i-th sampled distance ṽit of sampled similarity vector
ṽt = [ṽ1t , ṽ

2
t , ṽ

3
t , . . . , ṽ

N
t ] is obtained by computing the eu-

clidean distance between the target image xt and the i-th
anchor image rit in reference set:

ṽit = ‖Ffe(xt)− Ffe(r
i
t)‖

2

2, (6)

where Ffe is a function that map any input instance to its
feature embedding in the target model. Concretely, we as-
sume the feature embedding Ffe(xt) and Ffe(r

i
t) for the



target image xt and the reference image rit are the points
in K-dimensional Euclidean space. The sampled similari-
ties are then constructed as a similarity vector ṽt, which is
then fed into our membership inference network to predict
the membership of the target sample xt.

FC, Tanh

FC, Tanh

FC, Sigmoid

FC, Tanh

FC, Tanh

1 × 512

1 × 512

1 × 512

1 × 512

1 × 2

A
tt

ac
k

 m
o
d
el

FC, Tanh

FC, Sigmoid

෥𝒗𝒕 = [෤𝑣𝑡
1, ෤𝑣𝑡

2, ෤𝑣𝑡
3, … , ෤𝑣𝑡

𝑁]

1 × 𝐾

1 × 𝑁
1 × 𝐾

Member or Non-member

A
n
ch

o
r 

S
el

ec
to

r

𝐹𝑓𝑒(𝑥𝑡)

1 × 𝑁

1 × 𝑁𝐹𝑠𝑐𝑎𝑙𝑒

(a)

(b)

𝒘𝒕

𝒖𝒕

Figure 5: The specific architectures of our attack model (b)
and anchor selector module (a).

Membership Inference Network
Figure 5 (b) is a model structure of our proposed mem-
bership inference network. It takes the similarity vector be-
tween a target image and a reference set of anchor images as
input and outputs a binary value to decide the membership.

Following previous works (Shokri et al. 2017; Long et al.
2018; Salem et al. 2018; Yu et al. 2021; Chen et al. 2021),
we apply a multi-layer perceptron (MLP) for membership
inference. We build four hidden layers with 512 neurons and
Tanh non-linearity activation and a binary classification out-
put layer with sigmoid activation as our attack model for
SD-MI attack. We refer to this approach as MSD. As dis-
cussed in the previous section, Eq.5 shows that selecting ap-
propriate reference images to better approximate the iden-
tity centers aj is essential to Re-ID membership inference.
As a result, we add an extra anchor selector module to se-
lect appropriate anchor images with regards to the current
image content, which assigns weights wi to the distances to
different reference images. As shown in Figure 5 (a), the an-
chor selector Fas takes the high-dimensional Re-ID feature
embedding Ffe(xt) of the target image xt as input. We im-
plement this module Fas as a 2-layer MLP with a sigmoid
activation :

wt = Fas(Ffe(xt),Θ) = σ(Θ2δ(Θ1Ffe(xt))), (7)

where δ represents the Tanh activation, Θ1 ∈ RK×K and
Θ2 ∈ RN×K . Then we rescale the weight vector wt and the
similarity vector ṽt as :

uit = Fscale(w
i
t, ṽ

i
t) = wi

tṽ
i
t, (8)

where ut = [u1t , u
2
t , . . . , u

N
t ] is the input feature for at-

tack model and Fscale refers to a multiplication between the
weight vector wt and the similarity vector ṽt. We refer to
SD-MI attack with anchor selector module as MAS+SD.

Experimental Setup
In this section, we introduce the configuration and imple-
mentation details of our experiments.

Datasets
We use two datasets for Re-ID (Market1501 (Zheng
et al. 2015), DukeMTMC-Re-ID (Zheng, Zheng, and Yang
2017)). The Market1501 contains 1501 different pedes-
trian classes with a total of 32,668 images from five high-
resolution cameras and one low-resolution camera. The 751
pedestrian classes are used for the training set and the other
for the test set (gallery set), and one image of each pedestrian
in the test set is picked as a query to evaluate Re-ID model.
On the other hand, the DukeMTMC-Re-ID has 16522 train-
ing images (from 702 pedestrians) and 17661 test images
(gallery set) (from other 702 pedestrians) from eight static
HD cameras at Duke University. Its query set is also chosen
from the gallery set. For each dataset, we choose 2000 sam-
ples from the training set of Re-ID model and 2000 samples
from the test set to build the training dataset of attack model,
and we also randomly sample 6000 images from the train-
ing set of Re-ID model and 6000 images from test set as the
evaluation dataset for attack model.

Target Models
Our experiments select Re-ID target models with different
backbone networks, including ResNet50 (He et al. 2016),
MobileNetV2 (Sandler et al. 2018) and Xception (Chollet
2017). We train these target models following the same set-
ting as (Zhou et al. 2019; Zhou and Xiang 2019; Zhou et al.
2021): 60 epochs, initial learning rate 0.0003, loss in Eq.1
and train batch size 32.

Baselines
Feature based MI Attack (MFE). To verify the assumption
that feature embedding does not characterize the train/test
generalization gap as the direct model outputs do, we apply a
feature embedding based MI attack method, which feeds the
Re-ID feature of the target image into the same MI backbone
as MSD, following Nasr, Shokri, and Houmansadr (2018a).
Triple Loss based MI Attack (Mtloss). This baseline fol-
lows the design of SOTA black-box metric based MI attack
(Sablayrolles et al. 2019) that infers membership based on
target image training loss and a hand-craft threshold. Since
the cross-entropy based Re-ID losses is not directly accessi-
ble under our black box setting, we compute the triple loss
(Schroff, Kalenichenko, and Philbin 2015) based on the im-
age feature as a proxy loss. Specifically, the triplet loss is
obtained by setting the target image xt as the anchor image,
and setting all the images with the same identity as positive



Method ResNet50 MobileNetV2 Xception
Market1501 DukeMTMC Market1501 DukeMTMC Market1501 DukeMTMC

MFE 80.1% 80.5% 74.9% 72.7% 78.5% 76.1%
Mtloss 82.6% 86.2% 77.4% 77.8% 84.9% 83.8%
MU low 72.4% 70.8% 65.5% 63.3% 71.0% 66.1%
MU mid 78.6% 77.4% 71.0% 69.3% 76.9% 72.3%
MU high 82.9% 81.9% 74.0% 72.6% 79.6% 75.9%
MSD (ours) 87.0% 88.7% 80.6% 81.4% 89.7% 90.6%
MAS+SD (ours) 87.3% 89.1% 81.2% 82.2% 90.1% 91.6%

Table 1: Performance comparison between the proposed method and existing membership inference attack baselines on different
Re-ID models trained on Market1501 and DukeMTMC in terms of attack success rate. The highest performance is marked in
bold.

samples and sampling 100 images with other identities as
negative samples.
User-level MI Attack (MU ). We choose user-level MI at-
tack (Li, Rezaei, and Liu 2022) as a comparison baseline,
which is designed for metric learning based models. This
method can not be directly applied to instance-level MI at-
tacks. As a result, we transfer the original method by sam-
pling a set of images with the same identity as the target im-
age and computing the intra-class distance based on the sam-
pled images. To explore how the number of positive image
in the identity affect the performance of user-level MI attack,
we report three results using the different number of sampled
images. Specifically,MU low,MU mid andMU high denotes
the user-level MI attack sampling two, four and all positive
images for each target image respectively. Note that, this
method requires the attacker to have the identity annotation
of each pedestrian image and multiple positive images for
one identity, while our method does not have this require-
ment.

Evaluation Metrics
Our experiments use attack success rate (ASR) (Shokri et al.
2017) as evaluation metrics, which is defined as the propor-
tion of successful attacks (predicting members as members
and non-members as non-members) to all unknown attacks.
We also plot the curve of the comparison Receiver Operat-
ing Characteristic (ROC) to evaluate the trade-off between
the true positive rate and false positive rate of the compari-
son methods.

Experiments
We compare the MI attack performance of the proposed
method with several baselines on Re-ID task. We also report
the ablation study on the influences of different components
and hyper-parameters on the performance of the proposed
method. Finally, we show the performance comparison be-
tween our approaches and some SOTA methods on classifi-
cation tasks.

Performance Comparison
Table 1 shows the ASR of our methods and the compared
baselines attacking Re-ID models with different backbones

(i.e. ResNet50, MobileNetV2 and Xception) trained on dif-
ferent datasets (i.e. Market1501 and DukeMTMC). First of
all, we observe that our approaches MSD significantly out-
performs existing baseline methods in both datasets and all
three Re-ID backbones, which verifies the effectiveness of
leveraging the relative similarity between samples for mem-
bership inference. By adding an anchor selector, MAS+SD

achieves the highest ASR, which shows the importance of
selecting proper anchors for different images.

We also observe that MFE achieves lower ASR com-
pared to other methods, which further verifies the assump-
tion that feature embedding contains more information ir-
relevant to training data and individual feature embedding is
less informative on the training set membership compared to
methods considering the inter-sample similarities. The user-
level method MU also outperforms feature-based methods
on Market1501, showing the importance of inter-sample re-
lationships. However, this method only considers the corre-
lation among positive samples, resulting in inferior perfor-
mance compared to MSD and MAS+SD. Furthermore, we
observe that the performance of MU is severely affected by
the number of positive samples in each class. Specifically,
by observing the experiment results of MU high, MU mid,
MU low, we find that ASR decreases as the number of pos-
itive images in the identity decreases. In conclusion, com-
pared to our method, user-level MI attack has a more strict
requirement on background knowledge of the target images,
including the identity annotation as well as large number of
positive images for each identity.

We further compare our methods and the compared base-
lines on ResNet50 trained with Market1501 in terms of
the ROC curve, as shown in Figure 7, where our meth-
ods MAS+SD and MSD outperform other methods with the
highest Area Under Curve (AUC) values 0.935 and 0.930.

Reference Set Sampling
Based on the formal analysis in Section 3, we find that it is
essential to select proper reference images as proxy center to
approximate the learned identity centers. Intuitively, if large
enough reference set is used, we can always find samples
which is close enough to the identity center. However, when
the reference set is small, there may not be enough samples
to properly approximate the identity centers. As a result, Fig-
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Figure 6: Attack success rate with different sampling percentages of sampled anchor images in reference set for methods MFE ,
MSD and MAS+SD on ResNet50 and Xception backbones trained on Market1501 and DukeMTMC datasets.
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Figure 7: ROC curve of MAS+SD, MSD, MU high,
MU mid, MU low and MFE on ResNet50 trained on Mar-
ket1501.

ure 6 shows how the percentage of sampled anchor images
in the reference set affects the attacking successful of MSD

andMAS+SD. We observe that ASR ofMSD drastically de-
creases as the percentage of the sampled reference images
decreases. On the other hand, by adding an extra anchor se-
lector to assign higher importance weight to proper anchor
images, MAS+SD significantly outperforms MSD when the
number of anchors is low and achieves performance upper-
bound when only 4% of the images are sampled, which ver-
ifies the importance of selecting proper reference image to
approximate the identity anchors.

Evaluation on Classification
To examine how our proposed method works for tasks other
than Re-ID, we apply the proposed method to classifica-
tion task and compare its performance with several state-of-
the-art MI attack methods. We select CIFAR10 (Krizhevsky
2009) as our benchmark dataset with the target model
ResNet18 (He et al. 2016), ResNet50 (He et al. 2016),
VGG19 (Simonyan and Zisserman 2014) and GoogLeNet
(Szegedy et al. 2015). The target models are trained with
SGD optimizer with a learning rate 0.1, 200 epochs and

Model Mloss Mlogits MFE MAS+SD

ResNet18 78.7% 78.5% 78.6% 79.0%
ResNet50 69.1% 67.9% 66.9% 68.3%
VGG19 63.9% 63.8% 63.6% 63.6%

GoogLeNet 67.8% 65.9% 63.9% 66.9%

Table 2: Performance comparison between the proposed
method and existing membership inference attack baselines
on different classification models trained on CIFAR10 in
terms of attack success rate.

l2 regularization with weight set to 0.0005. The compari-
son methods include logits-based MI attack Mlogits (Shokri
et al. 2017; Salem et al. 2018) that feeds the output logits
into the attack neural network, feature-based method MFE

and loss-based MI attack Mloss (Sablayrolles et al. 2019)
which conducts MI based on the classification loss and a
manually defined threshold. As shown in Table 2, our al-
gorithm MAS+SD achieves comparable ASR to previous
SOTA algorithms Mloss on most target models, and the
higher ASR on ResNet18, which shows that the inter-sample
similarity also contains the sufficient information about gen-
eralization gap between training and test set in the classifi-
cation task.

Conclusion
This paper raises a rarely studied privacy risk of the train-
ing data of person re-identification. The information leak-
age from Re-ID data can be quantified by membership in-
ference attack. However, Re-ID is a fine-grained recogni-
tion task with complex feature embedding, and model out-
puts commonly used by existing MI like logits and losses
are not accessible during inference. As a result, this pa-
per conducts both formal and empirical analysis to discover
a new set of feature for Re-ID MI attacks, which is the
inter-sample similarity of image pairs. As a result, a novel
membership inference attack method is proposed to quan-
tify the information leakage of the Re-ID dataset by exploit-
ing the inter-sample correlation between pedestrian images.
The proposed method outperforms existing MI attack ap-
proaches on Re-ID models.
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