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Abstract
Crowd counting is a task to estimate the total number of pedestrians in an image. In most of the existing research, good vision
problems, such as in parks, squares, and bright shopping malls during the day, have been addressed. However, there is little
research on complex scenes in darkness. To study this problem, we propose an interactive network based on Transformer
for multi-modal crowd counting. First, sliding convolutional encoding is adopted for the image to obtain better encoding
features. The features are extracted through the designed primary interaction network, and then channel token attention
is used to modulate the features. Then, the FGAF-MLP is used for high and low semantic fusion to enhance the feature
expression and fully fuse the data in different modes to improve the accuracy of the method. To verify the effectiveness of
our method, we conducted extensive ablation experiments with the latest multimodal benchmark RGBT-CC, and we verified
the complementarity between multiple modal data and the effectiveness of the model components. We also verified the
effectiveness of our method with the ShanghaiTechRGBD benchmark. The experimental results showed that our proposed
method exhibits good results and achieves an improvement of more than 10% in terms of the mean average error and mean
squared error for the RGBT-CC benchmark.

Keywords Crowd counting · Transformer · Multimodal data · Feature fusion

1 Introduction

Crowd counting is a challenging task in the field of intel-
ligent video analysis, and it can automatically estimate the
number of people in an image or a video. Crowd counting
has a wide range of applications, such as congestion analy-
sis [1]and abnormal event monitoring [2]. In particular, with

B Ying Yu
yuyingjx@163.com

Zhen Cai
caizhenup@163.com

Duoqian Miao
dqmiaor@tongji.edu.cn

Jin Qian
qjqjlqyf@163.com

Hong Tang
th@ecjtu.edu.cn

1 College of Software Engineering, East China Jiao tong
University, Nanchang 330013, China

2 Department of Computer Science and Technology,
Tongji University, Shanghai 201804, China

the current COVID-19 pandemic, crowd counting could be
employed as an effective preventivemeasure tomaintain safe
social distancing in public places. To achieve this goal, crowd
counting can be used to identify the gathering of people
in time and control the population density. Consequently,
due to its promising application, crowd counting is receiving
increasing attention from researchers worldwide.

With the rapid development of computer vision tech-
nology, an increasing number of new techniques are being
applied to crowd counting [3]. Early works mainly used tra-
ditional hand-crafted methods to extract pedestrian features,
and then target detection technology was employed to label
each pedestrian in a scene [4]. Finally, the total number of
people can be obtained by counting the number of labeled
people [5]. In recent years, deep learning has made great
progress, and methods based on deep learning have demon-
strated significant improvements over traditional methods.
This has prompted more researchers to further explore deep
learning-based approaches for computer vision tasks [6, 7],
which include crowd counting. Initially, convolutional neural
networks (CNNs) [8]were introduced by researchers to study
crowd counting. Comparedwith traditional hand-crafted fea-
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ture extractionmethods, CNNswith global context modeling
capabilities can automatically extract complex features from
images, which are more suitable for complex scenes with
multiscale variation [9, 10] and target occlusion [11–13]. For
example, Shi et al. [14] proposed a multiscale and gated spa-
tial attention network for crowd counting that contains two
branches. The large-scale branch is used to overcome the
large-scale variation of heads, and the scale-aware attention
branch is used to address complex background noise in crowd
scenes. Experiments have shown that thismodel achieves bet-
ter performance than that of traditional methods. However,
CNN-based crowd counting models cannot achieve perfect
performance due to limited receptive fields, and researchers
have continued to search for more effective methods.

Transformer was proposed by Vaswani et al. [15] , and it
has been widely used in Natural Language Processing (NLP)
due to its powerful feature extraction capabilities. Doso-
vitskiy et al. [16] proposed the Vision Transformer (ViT)
for image classification, demonstrating the powerful feature
representation capability of Transformer in computer vision
tasks. Since then, various improved versions of Transformer
have been developed for computer vision tasks.

The Transformer has three obvious advantages over
CNNs. First, its cascading self-attention module can cap-
ture dependencies among different inputs so that the local
and global features in an image can be extracted automat-
ically. Second, self-attention can also help the model pay
more attention to the key regions in an image to extract more
important and critical information for more accurate judg-
ment. Finally, the input of Transformer is flexible, and it can
easily encode information of any modality, so it can perform
well in multimodal information fusion.

In the past, we usually studied crowd counting based on
single-modal image data. However, for certain scenarioswith
special environments, such as low illumination, multimodal
crowd counting is necessary. For example, due to insufficient
light at night, RGB images may be blurred and cannot pro-
vide sufficient discriminative information. If crowd counting
is based solely on RGB images, the results may be inaccurate
due to the poor quality of images. In this case, if image infor-
mation from other modalities could be fused, such as thermal
images or infrared images that could provide additional aux-
iliary information, a better counting result will be obtained
compared with that using only the traditional single-modal
image. Therefore, researchers are increasingly interested in
how to combine multisource image information to improve
the accuracy of pedestrian counts.

Motivated by the superior performance of Transformer
and the strong demand for multimodal crowd counting,
we propose a novel interactive multimodal crowd count-
ing network based on Transformer (IMMNet-T). Its overall
performance with the RGBT-CC benchmark is shown in
Fig. 1.

Fig. 1 The performance with the RGBT-CC benchmark. The height of
the blue column indicates the Mean Absolute Error (MAE) and the red
column indicates theMean Square Error (MSE). Note that CSR+IADM
in the abscissa in the figure is CSRNet+IADM. The abscissa means
recent different methods

The main contributions of this work can be summarized
as follows.

(1) We introduce Transformer into the field of crowd
counting and propose a transformer-based interactive net-
work, IMMNet-T, to solve the multimodal crowd counting
problem, simultaneouslymodeling both local and global cor-
relations among different inputs.

(2) Incorporating self-attention and the proposed token
attention into the IMMNet-Tmodel can help themodel focus
more on the crowd regions, which helps to improve counting
accuracy.

(3) We design an effective sliding convolutional encoding
(SCE) module and a feature grouping alignment multilevel
fusion module with multilayer perceptron (FGAF-MLP).
With these blocks, we can strengthen the captured features
and capture the complementarities between different modal-
ities.

(4) We conduct experiments on two crowd counting
benchmarks, RGBT-CC [17] and ShanghaiTechRGBD [18].
The experimental results demonstrate that the proposed
model is effective for multimodal crowd counting.

2 Related work

2.1 Crowd counting

With thewidespread application of intelligent video analysis,
crowd counting has attracted extensive attention from many
researchers worldwide. Early researchers relied mainly on
traditional computer vision methods to extract hand-crafted
features, and then obtained the number of pedestrians in an
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image by means of target detection [19] or regression [20].
Traditional methods have limitations in extracting higher-
level semantic features from images. Due to the challenges
of multiscale variation, occlusion and dense crowds, tra-
ditional crowd counting methods usually cannot perform
as well as we expect. In recent years, deep learning tech-
niques have developed rapidly, and the focus of crowd
counting research has shifted from traditional methods to
deep learning-based approaches. Compared to traditional
methods, deep learning-based approaches can automatically
extract complex semantic features from scenes, which are
useful for improving counting accuracy. First, CNN-based
target detection methods were used for crowd counting [21],
CNN was used to construct a detection model to predict the
bounding box for a person as a whole or the local area of a
person, and the number of boxes was regarded as the num-
ber of persons. However, detection-based counting methods
cannot work well in crowded scenes, as it is difficult to accu-
rately label each person. To solve this problem, researchers
employed a point in the center of each head to represent a
person rather than a box, and then a density map was gen-
erated from these points using a Gaussian kernel function.
Currently, density mapping-based methods have become the
mainstream crowd counting approaches, and the quality of
the density map is the key to improving counting accuracy.
Therefore, how to obtain a high-quality density map is an
important research direction in the field of crowd counting.
To improve the quality of density maps, Yang et al. [22] per-
ceived the area of dense crowds by combining them with
depth maps. Jiang et al. [23] used an attention mechanism to
generate higher quality density maps. Although the density
map-based method is widely used, it is essentially a fuzzy
estimation, and the results may be inaccurate. To address
this, Ma et al. [24] proposed a point-to-point Bayesian loss
function to obtain more accurate counts. Recent studies have
shown the need for multimodal crowd counting. Liu et al.
[17] proposed a general information aggregation distribution
module to capture the complementary information of differ-
ent modalities and constructed a RGBT-CC benchmark for
multimodal crowd counting.

2.2 Vision transformer

Transformer [15] is a promising neural network that encodes
the input data as powerful features via an attention mech-
anism, and has obtained great progress in various machine
learning tasks. [16] proposed the Vision Transformer (ViT)
model for image recognition. It is a breakthrough work that
extended Transformer from NLP to computer vision. Subse-
quently, various transformer-based computer vision models
were successively proposed.Carion et al. proposed an end-to-
end object detection model called DERT [25]. It uses a trans-
former encoder-decoder architecture as the main component

of the framework and views object detection as a direct set
prediction problem. He et al. [26] proposed a transformer
architecture for fine-grained recognition, namely, TransFG.
It integrates all raw attention weights of a transformer into
an attention map to guide a network to effectively and accu-
rately select discriminative image patches. Basically, visual
transformers first divide the input images into several local
patches and then calculate both representations and their
relationship. Thus, the attention inside the local patches is
ignored, but it is also essential for building visual trans-
formers with high performance. Therefore, Han et al. [27]
proposed a Transformer-in-Transformer (TNT) architecture
for visual recognition. It further embeds a sub-transformer
into the architecture for excavating the features and details
of smaller visual words. In addition, Swin-Transformer [28]
is a general-purpose hierarchical transformer, and it has the
flexibility to model at various scales.

Motivated by the good performance of Transformer
applied in other fields, researchers began to employ the
Transformer to solve single-modal crowd counting prob-
lems. Liang et al. [29] proposed a transformer for weakly
supervised crowd counting. It uses a Transformer to directly
regress the number of people. Gao et al. [30] ntroduced
a window-based vision transformer into crowd localiza-
tion, and proposed a Dilated Convolutional Swin Trans-
former (DCST). The designed dilated convolution module is
inserted in different stages to enhance the context informa-
tion, effectively improve the representation learning ability
and achieve excellent performance. Due to the inherent
structural properties of the Transformer, it has advantages
in handling multimodal data. However, perhaps due to
the lack of multimodal experimental data, there is still
less work on multimodal crowd counting based on the
Transformer.

3 Methods

In this section, we introduce the architecture of the pro-
posed model, IMMNet-T, in detail, and its overall network
architecture is shown in Fig. 2. IMMNet-T is a transformer-
basednetwork formultimodal crowdcounting ,whichmainly
consisting of four parts: a sliding convolutional encoding
module, a transformer-based primary interactive network
module, a token attention module, and a feature group-
ing alignment fusion module with MLP (FGAF-MLP).
The sliding convolution encoding module is responsible
for encoding the input image, the main interactive net-
work module is responsible for extracting the features from
two modalities, the token attention module assigns differ-
ent weights to different tokens, and the multilevel feature
fusion module can fuse the image information of different
modalities.
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Fig. 2 The overall architecture
of our method

3.1 Sliding convolutional encoding

In the image preprocessing phase of the ViT [16] model,
each image is split into a sequence of fixed-size tokens, also
known as patches, and then multiple Transformer encoders
are applied to model the global relation among these tokens
for image classification. Although ViT proves that the full-
transformer architecture is promising for vision tasks, its
performance is not always superior to that of CNN-based
models. Because the ViT tends to ignore important local
structures, such as edges and lines, when directly splitting
images into several nonoverlapping blocks with fixed lengths
for encoding, as shown in Fig. 3 (a), it requires signifi-
cantly more training samples than CNNs to achieve similar
performance.

To overcome the above limitation, Li et al. [31] changed
the architecture of the simple tokenization (hard split) used
in the ViT and developed a Tokens-to-Token Vision Trans-
former (T2T-ViT) model, which splits an image into tokens
with overlap (soft split). Thus, important local structure infor-
mation can be encoded for each token.

Inspired by the validity of the T2T-ViT, we apply soft
split in IMMNet-T to reduce the information loss in gen-
erating tokens from the image. As shown in Fig. 3 (b), the
sliding convolutional encoding module splits the image into
overlapping patches via a sliding window. Each patch is cor-
related with surrounding patches, and thus, local information
can be aggregated from surrounding pixels and patches. The
sliding window is similar to the convolution operation with-
out convolution filters, which is equivalent to introducing a

Fig. 3 Block encoding in
ViT(a) and sliding convolutional
encoding(b)
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convolution into the transformer to learn local information.
After obtaining theoverlappingpatches,weflatten eachpatch
and map it to dim dimensions with a trainable linear projec-
tion. We refer to the output of this projection as the patch
embeddings.

Unlike traditional block coding used in theViT, the sliding
convolutional encoding is more flexible, and the step size of
the convolution can be adjusted according to the task.

When conducting the soft split, the number of overlapping
patches N of the image is calculated as follows.

N = Nh × Nk (1)

where,

Nh = H−K
S + 1 (2)

Nk = W−K
S + 1 (3)

H and W denote the height and width of the input image,
respectively, K is the size of the sliding convolution kernel,
and S indicates the sliding step. After a sliding convolution
operation, an image with resolution H × W is is encoded
as (N, dim), where N is calculated as in (1) to represent the
number of generated patches, and dim is a hyperparameter
indicating the dimension of the output of encoding operation.

3.2 Transformer-based primary interactive network
module

To make progress in understanding the multiple modali-
ties in the world around us, multimodal machine learning
(MML) [32]was proposed. It aims to imitate human percep-
tion, such as sight, sound and touch, and build intelligent
models that can extract and relate information from mul-
tiple modalities. Multimodal machine learning has enabled
various applications, including audio-visual speech recogni-
tion and image captioning, and it is a vibrant research field
with extraordinary potential. For crowd counting, it is also
necessary to develop multimodal counting methods. In some
special scenarios, such as insufficient illumination, the image
information of a single modality cannot provide sufficient
information for crowd counting. We need to leverage multi-
modal image information extracted from the same scenario
to perform more robust predictions. These multiple modal-
ities might allow us to capture complementary information
that is not visible in a single modality on their own.

Due to the intrinsic advantages and scalability inmodeling
differentmodalities, Transformer iswell positioned to handle
multimodal tasks, allowing easy encoding of data in different
modalitieswith a unified framework. For example,ViLBERT
[33] is a multimodal co-attentional transformer model that
can learn joint visual-linguistic representations. It extends

the popular BERT [34] language model to a multimodal two-
stream model, processing both visual and textual inputs in
separate streams that interact through co-attentional trans-
former layers. This structure can accommodate the differing
processing needs of each modality and provides interactions
between modalities at varying representation depths.

Inspired by ViLBERT’s success in learning joint rep-
resentations from paired multimodal data, we develop an
analogous Transformer-based interactive module and train-
ing tasks to learn joint representations from multimodal
crowd image data. Specifically, we consider jointly repre-
senting RGB images and thermal images, and the structure
of the proposed module is shown in Fig. 2. It consists of four
blocks, where each block has two parallel Transformer-based
streams operating over the RGB image and thermal image
of the same scene. Within each block, the two data streams
interact through the exchange of differentmodal information.
As shown in Fig. 2, the RGB image is input to Transformer
0, and then the output of Transformer 0 is input to Trans-
former 1,while the thermal image is processed in the opposite
way at the same time. After the processing of four stacked
blocks, the features of two kinds of modal images can be
extracted. It is worth mentioning that the proposed feature
extraction module mainly extracts the global features of two
modal images, and captures the semantic correlation between
different modalities through interaction. Then, channel token
attention is utilized to assign weights to the features.

3.3 Token attentionmodule

An attention mechanism can be regarded as a mechanism for
resource allocation and is widely used in various research
fields. In the field of natural language processing, Ayetiran et
al.[35] proposed an attention-based CNN-embedded model
that learns in both sentiment and textual directions and allows
for the capture of high-level semantic and contextual features.
In the field of computer vision, classical attention models
include CBAM [36] and DANet [37], which greatly improve
the performance of computer vision tasks. In addition, there
are also attention models for cross-cutting research fields,
such as BERT[40] and ViLBERT [33], which can be used
for joint textual and visual learning tasks.

To extract valid crowd information for counting, we intro-
duce an attention mechanism in multimodal crowd counting.
Although existing crowd counting models also introduce
attention mechanisms, such as CBAM, to improve the count-
ing accuracy, most of the existing models are based on
CNNs, so these attention mechanisms are not suitable for
direct migration to the Transformer-based crowd counting
networks. In this paper, we refer to the architecture of CBAM
to construct the token attention extraction module shown in
Fig. 4. The specific process consists of four stages. First,
N dim-dimensional vectors output by the Transformer-based
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Fig. 4 The architecture of token attention module

primary interactive networkmodule are simultaneously input
to pixel-level global max pooling and global average pooling
for information compression to obtain two N-dimensional
vectors. Then, two vectors are added together to generate
a N-dimensional vector which goes through a two-stage
full connection to obtain an N-dimensional attention vec-
tor. Finally, the obtained N-dimensional attention vector is
multiplied with the original N dim-dimensional feature vec-
tors so that each token is given a certain weight, and then N
dim-dimensional vectors with weight are added to get a dim-
dimension vector. The calculation method of token attention
TAt is shown in Formula (4), and the final output is calculated
as Formula (5).

T At(FN×K ) = σ(FC(GMax Pool(F)N×1

+GAvgPool(F)N×1)) (4)

Fout1×K = Add(FN×K ⊗ T At(F)N×1)) (5)

Where, F is the original N × dim feature matrix, σ is a sig-
moid function, and N×1 is the dimension of token attention,
⊗ represents multiplying by weight, Add means to aggre-
gate the information and output the Fout, which is a 1× dim
dimension feature vector.

3.4 Feature grouping alignment multilevel fusion
module withmultilayer perceptron

In the field of computer vision, information fusion is an effec-
tive means to improve the performance of algorithms. It can
merge information from multiple sources, which can gen-
erate improved information with better quality and higher
accuracy for decision-making than those of a single source
alone [38]. Based on the level of fusion, information fusion
can be further subdivided into data fusion, feature fusion,
and decision fusion [39]. Data fusion is the lowest level,
where the original multisource data are fused directly to
obtain a roughly unified representation. It preserves the orig-
inal information, so there is little information loss, but it
is computationally intensive, and the fused data may have
redundant information. Decision fusion is the highest level,
which is based onmodel fusion tomake comprehensive deci-

sions. It is less computationally intensive, but the loss of
information brings about a decrease in accuracy. The fea-
ture fusion belongs to the intermediate level, which reduces
the redundancy of the original data and only retains the
necessary information. Moreover, feature fusion can realize
mutual complementarity of different features, thus obtain-
ing more robust and accurate prediction results. Therefore,
feature fusion is currently the optimal choice.

There aremanyways to implement feature fusion, and skip
connections are an effective method. Deep neural networks,
such as ResNet [40], often employ skip connections to fuse
multiscale features to improve the performance. Features
extracted from lower layers have high resolution and contain
more details but less semantics, while features extracted from
higher layers have low resolution and contain more abstract
semantic information but are less perceptive of details. There-
fore, the advantages can be complemented by fusing the
features extracted from the high and low layers through skip
connections.

In the multimodal crowd counting task, the extracted mul-
timodal features reflect different characteristics of the image.
If the complementarity between different modalities can be
exploited and the features of different modalities are com-
bined into one more discriminative feature, the robustness of
the counting model can be improved. Therefore, inspired by
ResNet, we propose a feature grouping alignment multilevel
fusion module with a multilayer perceptron (FGAF-MLP),
the architecture of which is shown in Fig. 5. It fuses the fea-
tures of different modalities through skip connections.

As shown in Fig. 2, two multimodal feature maps M1 and
M2 output from each block are input to the token attention
module, and then two dim-dimensional multimodal feature
vectors are generated. Subsequently, the operations are the
same for both modal vectors, as shown in Fig. 5. First, they
are simultaneously partitioned into k groups. The first group
of both modalities is directly input into a multilayer percep-
tron (MLP), and the output is a vector that is twice as long
as the input. This output vector is then divided equally into
two parts. The first parts of the two modalities are concate-
nated and fed into the MLP to obtain the multimodal fusion
output f1 of the first group. The second part is concatenated
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Algorithm 1 Feature grouping alignment multi-level fusion
with MLP
Require: Input : M, k
Ensure: Output : R
1: M ← Multimodal f eature
2: k ← Number of f eature blocks
3: for i ← 1 to 2 do
4: mi1, mi2, mi3. . . mik = Spli t (Mi )

5: end
6: for j ← 1 to k do
7: for i ← 1 to 2 do
8: if j == 1 then
9: ti j = MLP(len−>2len)(mi j )

10: t topi j , tdown
i j = Spli t(ti j )

11: else if j == k then
12: ti j = Concat(mi j , tdown

(3−i)( j−1))

13: t topi j = MLP(2len−>len)(ti j )
14: else
15: ti j = Concat(mi j , tdown

(3−i)( j−1))

16: ti j = MLP(len−>len)(ti j )
17: t topi j , tdown

i j = Spli t(ti j )
18: end if
19: end
20: f j = MLP(len−>len)(Concat(t top1 j , t top2 j ))

21: end
22: R = Concat( f j )
23: return R

with the second group of other modalities, and then the con-
catenated vectors perform the same operation as those of the
first group. This process is repeated continuously, and finally,
the other multimodal fusion output f j ( j = 2, ..., k) of each
group is obtained. It should be mentioned here that Group
k is special. After it is concatenated with the feature map

Fig. 6 The extended process of FGAF-MLP

generated by Group k-1, it is fed into the MLP. However,
since it is the last group, the information output fromMLP is
not split like other groups. Finally, each group of multimodal
fusion information f j ( j = 1, ..., k) is concatenated to obtain
the final output . In this way, the cross-fusion of two modal
information between adjacent groups is achieved, and finer
features are extracted while maintaining the original feature
mapping, and the algorithm flow is shown in Algorithm 1.

As seen from the structure of the FGAF-MLPmodule, it is
a highly pervasive module that can be easily extended to the
fusion of information from more than two modalities. The
specific process is shown in Fig. 6, where different colors
represent different modal information.

Fig. 5 The structure of
FGAF-MLP
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Table 1 The Information of RGBT-CC benchmark [17]

Training Validation Testing

Bright 510/65.66 97/63.02 406/73.39

Dark 520/62.52 103/67.74 394/74.88

ALL 1030/64.07 200/65.45 800/74.12

Scene malls, streets, train/metro station, etc.

The training, validation and testing sets of RGBT-CC benchmark. In
each grid, the first value is the number of images, while the second
value implies the average number of people per image

4 Experimental details

Our proposed approach is implemented based on the Pytorch
framework.Theparameter k ofFGAF-MLPmodule is set to 4
and the fusion process is divided into three levels, as shown
in Fig. 2. The first level contains four fusion modules, the
second level has two fusion modules, while the third level
has only one fusion module. During the training process, a
pair of images is fed into the network simultaneously. The
size of all input images is fixed, with the height and width are
both set to 256. The learning rate is set to 1e-5, and the Adam
is used to optimize our model. Similar to the IADM+ [17]
algorithm, we use BAYESIAN+ [41] as the loss function.

4.1 Experimental benchmarks

RGBT-CC [17]. It is a large-scale RGBT Crowd Counting
(RGBT-CC) benchmark,which contains 2,030 pairs of RGB-
thermal images with 138,389 annotated pedestrians. All the
images are captured from different scenarios, such as shop-
ping malls, streets, railway stations, subway stations, etc.,
and each image is 640 × 480 in size. Among these samples,
1,013 pairs are captured in the light and 1,017 pairs are in
the darkness. The RGBT-CC crowd counting dataset is ran-
domly divided into three parts. As shown in Table 1, 1030

pairs are used for training, 200 pairs are for validation and
800 pairs are for testing, respectively. Figure 7 shows some
representative images from the RGBT-CC dataset. It can be
seen that in some cases, the information of the two different
modalities, RGB image and thermal image, is complemen-
tary, and this complementary information can greatly help to
recognize pedestrians.

ShanghaiTechRGBD[18]. This large-scaleRGB-Dcrowd
counting dataset contains 2,193 images, of which 1193
images are randomly selected as the training set, account-
ing for 54.4% of the total, and the remaining images are used
as the test set. A total of 144,512 heads are labeled for the
entire dataset, with an average of 66 heads labeled per image.
Each image in ShanghaiTechRGBD has been appropriately
cropped to a size of 1920 × 1080. These images were cap-
turedby a stereo camera (ZED3)with an effective depth range
from 0 to 20meters. The scenarios in this benchmark include
busy streets and crowded parks with illumination conditions
ranging from very bright to very dark, and each scene con-
tains both RGB image and Depth image modal information.
Figure 8 shows some representative images from the Shang-
haiTechRGBD dataset.

4.2 Evaluation

Mean Absolute Error (MAE) and Mean Square Error (MSE)
are commonly used as evaluation metrics to measure the per-
formance of crowd counting algorithms, and their calculation
formula is as follows.

MAE = 1

m

m∑

i=1

|Ci − CGT
i | (6)

MSE = 1

m

m∑

i=1

(Ci − CGT
i )

2
(7)

Fig. 7 Some images from the RGBT-CC benchmark

123



22610 Y. Yu et al.

Fig. 8 Some images from the ShanghaiTechRGBD benchmark

wherem represents the total number of images in the dataset,
Ci represents the predicted number of pedestrians in the i-th
image, andCiGT represents the actual number of pedestrians
in the i-th picture.MAE is usually related to the accuracy of
the model, whileMSE is related to the stability of the model.
The smaller these two values, the better performance of the
model.

5 Experiments

5.1 Ablation studies

Verify the effectiveness of multimodal data: First, we
conduct a comparison experiment with the RGBT-CC bench-
mark to verify the effect ofmultimodal inputs on the counting
performance under different illumination conditions. The
input information is divided into three types: RGB images,
thermal images andRGB-thermal images. As shown in Table
2, in both bright and dark scenarios, the crowd counting per-
formance is significantly better when the input information
is multimodal, such as RGB-thermal images, than when the

input information is unimodal, such as RGB images or ther-
mal images, indicating that the complementarities provided
by the multimodal information facilitate the counting perfor-
mance. Furthermore, we can also observe that the counting
performance is better with thermal images than with RGB
images in both bright and dark environments, indicating that
thermal images are better for identifying potential pedestri-
ans from the clutteredbackground. It isworthmentioning that
the worst performance occurs when counting in dark scenar-
ios using only RGB images, mainly because it is not easy
to effectively recognize pedestrians in dark environments.
In this case, pedestrian information can only be captured
with the help of information from other modalities, such as
thermal images. Here, we deliberately compare our proposed
modelwith anothermultimodal crowd countingmodel, CSR-
Net+IADM [17], and as seen in Table 2, the overall trend of
both models is similar, but our model performs significantly
better than the other model for the three kinds of input.

Verify the effectiveness of model components: To ver-
ify the effectiveness of each component in our proposed
framework, we conduct sufficient ablation studies with the
RGBT-CC benchmark. The three components that need to

Table 2 The performance under
different illumination conditions
with the RGBT-CC benchmark

Method Illumination Input Data MAE MSE

CSRNet+IADM [17] Brightness RGB 23.49 45.40

thermal 25.21 40.60

RGB+thermal 20.36 32.57

Darkness RGB 44.72 87.81

thermal 17.97 33.74

RGB+thermal 15.44 29.11

OURS Brightness RGB 16.34 27.57

thermal 16.61 26.75

RGB+thermal 15.81 26.47

Darkness RGB 18.64 34.02

thermal 16.49 27.10

RGB+thermal 16.03 27.52
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Table 3 Performance of
different components of
IMMNet-T with the RGBT-CC
benchmark

Transformer SCE Token FGAF-MLP Illumination MAE MSE
Backbone Attention

� Brightness+Darkness 16.85 29.08

� � Brightness+Darkness 15.96 27.97

� � Brightness+Darkness 16.36 28.33

� � Brightness+Darkness 16.05 26.49

� � � Brightness+Darkness 15.84 27.45

� � � Brightness+Darkness 15.52 26.20

� � � Brightness+Darkness 16.01 27.62

� � � � Brightness+Darkness 15.45 25.87

All the methods in this table utilize both RGB images and thermal images to estimate the crowd counts

be validated are SCE, token attention and FGAF-MLP. As
shown in the previous sections, the backbone of our proposed
model consists of multiple Transformer encoders. We refer
to a backbone that only contains the Transformer encoder
block without any components as a baseline, such as the
Transformer based main interaction network module in Fig.
2. The experimental procedure is divided into two steps. First,
we test the performance of the baseline. Then,we add a single
component or combinations of different components to the
baseline to verify whether they can improve the performance
of the model. As shown in Table 3, a total of 7 ablation exper-
iments are performed on the RGBT-CC benchmark, with the
baseline performing the worst. In the single-component abla-
tion experiments, it can be seen that SCE contributes themost
to the model, followed by FGAML-MLP and Token Atten-
tion. The addition of SCE to the backbone network results
in a large improvement in counting performance. In the two-
component combination ablation experiments, it can be seen
fromTable 3 that when SCE is combinedwith FGAML-MLP
or TokenAttention, the counting performance is significantly
improved compared to adding only a single component, and
the combination of SCE and FGAML-MLP is better than the
combination of SCE and Token Attention. Each component
can play a role in improving themodel performance. Overall,
the more components that are added, the better the perfor-
mance of the model, and the counting performance of the
model is optimal when all three components are added to the
baseline, namely, the proposed IMMNet-T counting model.
We have also discovered that SCE is not negligible com-
pared to other components. The counting model performs
well when SCE is added to the baseline alone or together
with other components. By analyzing the experimental data,
it can be seen that the number of annotations per image in
the RGBT-CC benchmark is small, with only 68 annotations
in an image on average. It is difficult to achieve good learn-
ing performance with such sparsely labeled images, if they
are directly fed into the Transformer network, while human
head features can be better extracted with sliding overlap
coding of images via the SCE component, which can better

identify pedestrians. The above analysis shows that all three
components are essential to our proposed method.

5.2 Comparison with state-of-the-art methods

To illustrate the validity of our model, we compare the
proposed method with several state-of-the-art models on
two large-scale crowd counting benchmarks. The models
involved in the comparison can be divided into two cate-
gories. The first category includes models such as MCNN
[4], SANet [43], CSRNet [44], and MVMS [45], which are
specifically designed for crowd counting. The second cate-
gory contains a few of best-performing models dedicated to
multimodal learning, including UCNet [46], HDFNet [47],
and BBSNet [48]. In order to employ them for multimodal
crowd counting, some adjustments are made to these multi-
modal learning models. In addition, CSRNet+IADM[17], a
classical multimodal crowd counting model, is also involved
in the comparison.

Firstly, we conduct a comparison experiment on the
RGBT-CC dataset. As shown in Table 4, the proposed model
performs better bothwhen compared to popular crowd count-
ing models and to modified multimodal crowd counting
models. For example, compared with those of the popular
CSRNet, the proposed model increases by 24.2% in MAE
and 26.6% in MSE. This may be due to the fact that the
extractedmultimodal features complement each other, which
results in more comprehensive crowd features and improved
counting performance. Compared with those of the effective
CSRNet +IADM, theMAE of our proposed model increased
by 13.88%, and the MSE increased by 16.31%. This is due
to the effective cross-transformer feature extraction module,
the improved data encoding and the design of FGAF-MLP
for more detailed fusion of multimodal features. Thus, it can
be seen that the proposed idea of fusing two types of modal
information for counting pedestrians and making full use of
their complementarity to enhance the counting effect is fea-
sible, and the final counting effect is also impressive. The
training process of the experiment is shown in Fig. 9 (left).
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Table 4 Performance of different methods with the proposed RGBT-
CC benchmark

Method Journal / Conference MAE MSE

MCNN [42] CVPR 2016 21.89 37.44

SANet [43] ECCV 2018 21.99 41.60

CSRNet [44] CVPR 2018 20.40 35.26

MVMS [45] CVPR 2019 19.97 33.97

UCNet [46] CVPR 2020 33.96 56.31

HDFNet [47] ECCV 2020 22.36 33.93

BBSNet [48] ECCV 2020 19.56 32.48

CSRNet+IADM [17] CVPR 2021 17.94 30.91

OURS - 15.45 25.87

All the methods in this table utilize both RGB images and thermal
images to estimate the crowd counts

The blue line indicates the relationship between theMSE and
training epochs, and the yellow line indicates the relationship
between the MAE and training epochs. During the train-
ing process, the MAE and MSE show an overall decreasing
trend, and eventually, the two evaluation indicators gradually
stabilize.

Second, we also verify the validity of the proposed model
with anothermultimodal crowd counting benchmark, Shang-
haiTechRGBD [18]. We utilize the RGB images and depth
maps as a pair of multimodal inputs, and the depth map pro-
vides additional information about the localization of heads.
The specific experimental results are shown in Table 5. As
seen from the table, the performance of the proposedmodel is
the best. It has great advantages not only compared withmul-
timodal learning models, such as UCNet [46], HDFNet[47],
and CSRNet+IADM [17], but also compared with traditional
crowd counting models, such as MCNN [42], CSRNet [44].
The training process of the experiment is shown in Fig. 9
(right). As in the left figure, the blue and yellow lines repre-
sent the relationship between the MSE, MAE, and training

Table 5 Performance of different methods with the Shang-
haiTechRGBD benchmark

Method Journal / Conference MAE MSE

MCNN [42] CVPR 2016 11.12 16.49

SANet [43] ECCV 2018 5.74 8.66

CSRNet [44] CVPR 2018 4.92 7.41

UCNet [46] CVPR 2020 10.81 15.70

HDFNet [47] ECCV 2020 8.32 13.01

BBSNet [48] ECCV 2020 6.26 9.26

DetNet [49] CVPR 2018 9.74 13.14

CL [50] ECCV 2018 7.32 10.48

RDNet [18] CVPR 2019 4.96 7.22

CSRNet+IADM [17] CVPR 2021 4.38 7.06

OURS - 3.97 6.56

All themethods in this table utilize both RGB images and Depth images
to estimate the crowd counts

epochs, respectively. During the training process, the MAE
andMSEgradually decrease and finally stabilize. This exper-
iment shows that our proposed method is also effective for
other types of multimodal crowd datasets.

6 Conclusion

In this paper, we propose a transformer-based interactive net-
work to process different modal data for multimodal crowd
counting. Through token attention and the FGAF-MLPmod-
ule, the complementary information between differentmodal
data is captured. We conduct extensive ablation experiments
and complete comparative experiments with two large-scale
multimodal crowd counting benchmarks. The experimental
results show that the proposed model performs well, and
our proposed multimodal counting approach is feasible and
effective. It should also be noted that the design of the net-
work structure gives our proposed model some advantages

Fig. 9 The training process of RGBT-CC benchmark(left) and ShanghaiTechRGBD benchmark(right)
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in multimodal crowd counting, but its ability in crowd local-
ization is lacking, which would be an important direction
of our future research. In the future, more researchers will
focus on the researchfield ofmultimodal crowdcounting, and
the counting scenarios would be more abundant and diverse.
In summary, future research in multimodal crowd counting
could be carried out from the following directions.

(1) Continue to explore more effective multimodal crowd
counting approaches. For example, RGB images and depth
images can be combined to divide the scene to alleviate back-
ground interference and crowd scale variation.

(2) Continue to explore more potential applications of
multimodal crowd counting in conjunction with crowd local-
ization, such as nighttime infrared crowd localization and
event detection.
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