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Text-Enhanced Scene Image Super-Resolution via
Stroke Mask and Orthogonal Attention

Rui Shu™, Cairong Zhao™, Shuyang Feng, Liang Zhu*, and Duogian Miao

Abstract— Low-resolution text images are very commonplace
in real life and their information is hard to be extracted
by using existing text recognition methods only. Although this
problem can be solved by introducing super-resolution (SR)
techniques, most existing SR methods fail to process stroke
regions and background regions of input text images distinctively.
In this paper, we propose a text-specific super-resolution network
named Text Enhanced Attention Network (TEAN) to solve
this problem. First of all, we compensate for disadvantages of
traditional thresholding mask operation proposed in Text Super-
Resolution Network (TSRN) by utilizing deep-learning based
semantic segmentation method to get correct masks as prior
semantic information and propose a Text-Segmented-Contextual-
Attention (TSCA) branch on the basis of them. Besides, we design
an Orthogonal Contextual Attention Module (OCAM) working
with TSCA to implicitly enhance stroke regions of LR images.
Secondly, to effectively fuse shallow features and deep features of
SR model, we propose a convolutional structure named Weight
Balanced Fusion Module (WBFM) to improve traditional feature
fusion methods of SR network. Finally, extensive experiments
on TextZoom dataset demonstrate that the proposed network
can improve the recognition accuracy of text images on existing
text recognition models. Using TEAN to process low-resolution
text images improves the recognition accuracy by 25.4% on
CRNN, by 17.4% on ASTER, by 17.3% on MORAN, by 20.7%
on NRTR, by 17.3% on SAR and by 15.9% on MASTER
compared with directly recognizing them, which attains competi-
tive performances against state-of-the-art methods. Furthermore,
cross-dataset experiments on IC15_2077 demonstrate that TEAN
is helpful for scene text recognition task, especially for low-
resolution images even with the cross-domain issue.

Index Terms—Scene text super-resolution, stroke regions,
attention, scene text recognition.

I. INTRODUCTION

RADITIONAL text recognition methods such as [1]
and [2] use predefined formulas to deal with sequence
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recognition issues so that they don’t generalize and per-
form well. In recent years, with the rapid development of
deep learning techniques, deep-learning based text recognition
models such as CTC-based models [3] and attention-based
models [4], [S], [6] replace traditional text recognition methods
and achieve excellent performance. Deep-learning based text
recognition are also widely used in many other fields such as
license plate recognition, documents retrieval and auto-driving.
However, in real-life scenarios, many blurred text images
always get in the way of correct text recognition [7]. These
text images are often caused by optical degradation and noise,
which is unavoidable. Existing text recognition models [3], [4],
[5], [8], [9], [10] have difficulty in processing them correctly,
which remains a challenge to be solved.

Recently, the issue of optical degradation has attracted
a great deal of attention so that many deep-learning based
super-resolution methods have been developed to alleviate
this issue. [11] proposed SRCNN and adapted it into text
SR in ICDAR 2015 TextSR competition [12]. However,
these models are not text-oriented and trained on synthetic
datasets [12] obtained by BICUBIC, Gaussian blurring, etc,
which means that they are not feasible to be used directly
in real-life scenarios. In other words, these networks learn
the inverse mapping algorithm of interpolation rather than
how to super-resolve LR images. To solve this problem, [13]
first proposed a super-resolution dataset based on real-life
scenarios named TextZoom and a network named Text Super-
Resolution Network (TSRN) trained on this dataset. TextZoom
includes cropped text images pairs of low-resolution and high-
resolution. In real-world applications, we firstly localize texts
in images by means of text detection methods and crop
these text images according to the detected bounding boxes.
Based on this work, [14] proposed a Parallelly Contextual
Attention Network (PCAN) to effectively learn sequence-
dependent features and model high-frequency information of
the reconstruction in text images.

Most existing text SR methods [13], [14] improve their
model by utilizing contextual information, which has been
proven to be effective. However, majority of these methods
have a problem that they fail to process stroke regions and
background regions of text images distinctively but rather
treat them equally, which introduces some background infor-
mation that is not relevant to the texts into these networks.
Although [13], [15] make use of segmentation informa-
tion [16] to process stroke regions and background regions dis-
tinctively, the masks generated by their traditional thresholding
methods are not always precise. Actually, deep-learning based
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segmentation methods [17] can generate precise masks and
compensate for disadvantages of traditional methods. These
correct masks can be regarded as prior semantic information
by channel-wise concatenation with original RGB images and
used to enhance stroke regions by the proposed TSCA branch,
which will be detailed in Section III. Besides, due to the lack
of attentional guidance [18], [19], most existing text SR meth-
ods also focus on some low-frequency information incorrectly,
i.e. the background regions, which results in the texts of some
super-resolved images generated by these methods are not
clear.

To deal with this problem, we propose a text-specific SR
method, named Text Enhanced Attention Network (TEAN).
First of all, inspired by [13], based on LapSRN [20], we con-
struct a strong baseline by adding Thin-Plate-Spline (TPS)
Align module and orthogonal Recurrent Neural Networks
(RNN5s) into it. The above modules are essential for text SR
and it is also vital to conduct experiments based on a strong
baseline to verify the effectiveness of the proposed methods.
After that, to explicitly enhance the text regions, we not
only make some calibration to the mask operation proposed
in [13] and [15], but also further exploit the information of
calibrated masks to assist the learning of the super-resolution
network by designing a Text-Segmented-Contextual-Attention
(TSCA) branch. This structure can explicitly assist the model
to distinguish stroke regions and background regions. Besides,
to suppress background regions and implicitly enhance stroke
regions of text images, an Orthogonal Contextual Atten-
tion Module (OCAM) is designed to model high-frequency
information horizontally and vertically. Finally, considering
the complementarity and correlation between deep residual
features and shallow upsampled features of LapSRN [20],
a convolutional structure named Weight Balanced Fusion
Module (WBFM) is proposed to balance the benefits of these
two complementary information flows.

The contributions of this paper can be summarized as
follows:

« To treat stroke regions and background regions distinc-
tively, we design a Text-Segmented-Contextual-Attention
branch to explicitly enhance stroke regions. Besides,
we also design an Orthogonal Contextual Attention Mod-
ule (OCAM) to model high-frequency information of two
orthogonal directions, which can implicitly promote the
model to distinguish stroke and background regions of
text images. The above two structures can significantly
improve the overall text perception ability of our model.

« To maximize the use of deep residual features and shal-
low upsampled features to construct final fused features,
we design a convolutional structure named Weight Bal-
anced Fusion Module (WBFM) to adaptively fuse them.

« Based on the above two points, we propose a text-specific
network named Text Enhanced Attention Network
(TEAN). The proposed TEAN focuses on enhancing
stroke regions of low-resolution images and attains
competitive performance against state-of-the-art methods
on TextZoom dataset. Moreover, the proposed method
achieves better cross-dataset performance than previous
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text-specific super-resolution methods, which verifies the
improvement to scene text recognition brought by TEAN.

II. RELATED WORK
A. Super-Resolution

Super-resolution [21], [22] [23] is a method of generating
high-resolution images given low-resolution images, which
has attracted a lot of interest in recent years. Traditional
interpolation-based algorithms, such as bilinear and bicubic,
their outputs are generated from the values of adjacent pixels
according to the interpolation formulas. The quality of the
images obtained by these methods have certain drawbacks,
and with the development of deep learning and convolu-
tional neural networks, super-resolution techniques [20], [24]
[25] have also made great progress and are far superior
in performance compared with traditional interpolation-based
methods. In the era of deep learning, super-resolution networks
are often trained based on LR-HR image pairs, which aims
to make the super-resolved image as close as possible to
the high-resolution image. However, these datasets used for
training and evaluating are mostly generated by downsampling
operations such as bicubic and bilinear, which do not fit
in realistic scenarios. Therefore, previous networks trained
on these datasets can not achieve competitive performance
when applied to realistic scenarios. This also suggests that the
network should be trained with different datasets for different
application scenarios, which is an urgent problem that super-
resolution methods need to address.

B. Text Recognition

Traditional text recognition methods adopt two manners,
bottom-up manner, and top-down manner. Bottom-up manner
is a method that detects and recognizes characters individually
and then integrates them, while top-down manner is a method
that regards text recognition as a classification problem.
These methods [1], [2] used predefined formulas so they do
not generalize and perform as well as deep-learning based
methods.

With the development of deep learning and convolutional
neural networks, existing text recognition methods [3], [4],
[6], [26], [27], follow the top-down strategy. Based on how the
loss function is calculated, these methods can be divided into
two categories: CTC (Connectionist temporal classification)-
based and attention-based. CRNN [3] is a representative
kind of CTC-based method, which first introduced Recurrent
Neural Network (RNN) and used CTC loss [28] to calculate
the conditional probability between the predicted sequence
and the label. Later, attention-based text recognition models
such as ASTER [4] and MORAN [5] have made significant
progress. They also introduced their respective text rectified
modules to deal with distorted text images. Compared with
CRNN [3], their performance have made a substantial increase.
Referring to TSRN [13] and PCAN [14], we also select above
three state-of-the-art text recognition algorithms, ASTER [4],
MORAN [5] and CRNN [3] to evaluate the quality of our text
SR method.
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Fig. 1.

Overall structure of TEAN and its detailed structure for each level. We obtain super-resolved images level by level and set five basic blocks

(i.e. Text Enhanced Attention Block(TEAB) which is depicted in Fig. 5.) for each level.

C. Scene Text Image Super-Resolution

Scene text image super-resolution aims to improve the
sharpness of the low-resolution text images so that the infor-
mation can be extracted more easily. Mancas [29] listed several
different artificial methods on text image SR and compared
their performance. Pandey et al. [30] adopted a convolution-
transposed convolution structure to cope with binary document
SR and achieved good performance. Dong [11] proposed
SRCNN and adapted it to text image SR in the [CDAR 2015
TextSR competition [12]. However, this model is very simple
and not text-oriented. Moreover, as the network is trained on
synthetic datasets, it will not perform well when applied to
realistic scenarios.

Recently, [13] proposed a text SR dataset aiming at realistic
scenarios named TextZoom. Besides, they also proposed an
evaluation metric (the accuracy of existing text recognition
methods on SR images) and designed a text-specific SR
network TSRN [13] to improve the performance of text
recognition methods on LR images. This work has played a
crucial role in scene text image super-resolution and provided
ideas and directions for subsequent researchers. On the basis
of this work, [14] proposed a novel network named PCAN
to effectively learn sequence-dependent features and focus
more on high-frequency information of the reconstruction in
text images. At the same time, [31] significantly improved
performance by introducing information from the pre-trained
transformer-based recognition model into TSRN [13]. As a
result, performances of the above two works has improved
considerably. Subsequently, [32] utilized text prior provided
by CRNN [3] to guide the learning of super-resolution model
and [33] embedded the text prior into super-resolution model
by transformer-based structure [34], which enables better
integration of image features and text prior.

III. THE PROPOSED MODEL

In this section, we will present our proposed Text Enhanced
Attention Network (TEAN) in detail. Firstly, the overall struc-
ture is described in Section A. Then we focus on overall
text region perception methods of TEAN in Section B. The
proposed Text-Segmented-Contextual-Attention (TSCA) and

Orthogonal Contextual Attention Module (OCAM) will be
detailed in this section. Then, the Weight Balanced Fusion
Module (WBFM) is discussed in Section C. Finally, we focus
on network optimization in Section D.

A. Overall Architecture

Our baseline is LapSRN [20], which means that we regard
the image super-resolution as a progressive reconstruction
process so that super-resolved images of the best quality can
be gradually obtained level by level. Actually, this idea of
progressive refinement is previously used in object detection
field [35], [36]. Five basic blocks are also set for each level
as the main structure referring to TSRN [13], PCAN [14]
and SRResNet [24]. This is one of the structural differences
between TEAN and baseline. The overall structure of TEAN
and detailed structure for each level are shown in Fig.1.

First of all, LR inputs are rectified by TPS-align module,
which was first introduced into scene text SR by TSRN [13].
This module was applied in text recognition models like
ASTER [4] earlier and also used in subsequent scene text
SR model [13], [14], [32] as an essential part. After that,
stroke regions of feature maps are enhanced through stacked
Text Enhanced Attention Blocks and Orthogonal Contextual
Attention Module in each level. The Text Enhanced Atten-
tion Block consists of normal convolutional operations, two
orthogonal RNNs, Orthogonal Contextual Attention module
and Text-Segmented-Contextual Attention branch. In Fig.1 we
omit normal convolution and its detailed structure is depicted
in subsection B. Besides, residual features and upsampled
features are adaptively fused by Weight Balanced Fusion
Module (WBFM) to make full use of the similarity and com-
plementarity between these two information flows. During the
training stage, we use corresponding high-resolution images
to supervise the output generated by each level to calculate
the loss and assign different coefficients to these loss terms,
which is detailed in section D.

B. Overall Text Region Perception

The purpose of text super-resolution is to make texts of
images clearer, which requires the model to improve ability of
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Fig. 2. Masks generated by calculating the average gray scale don’t have a

unified division of the stroke regions and the background regions.

Algorithm 1 Detailed Steps of the Proposed Mask Calibration
Algorithm

Input: LR-HR pairs, pre-trained text segmentation model
S();
Output: Calibrated masks.
binary mask <— S(HR)
if mean grey scale of obtained mask > 35 then
Text of this mask is visible;
Caculate the MIoU between original HR mask and mask
generated by S(-).
if MIoU < 0.35 then
Original LR-HR masks pair is incorrect;
Reverse LR-HR masks pair to get correct one as output.
else
Original LR-HR masks pair is correct which can be
used as output directly.
end if
else
Text of this mask is invisible, so we don’t do any pre-
process to this masks pair.
end if

text region perception. In TEAN, we deal with this problem
by TSCA and OCAM, which are illustrated in Fig. 4 (a) and
Fig. 4 (b) respectively.

Mask Calibration and Text-Segmented-Contextual-Attention
branch. On the one hand, previous works [11], [13], [14], [20],
[24] fail to utilize segmentation information [37], [38], [39] for
text SR effectively while there are many segmentation-based
approaches widely used in scene text detection field [40],
[41]. Although [13] proposed to generate binary masks by
calculating the average gray scale of the RGB images, which
are used to concatenate with text images as input. However,
masks generated by this method do not have a unified divi-
sion of stroke regions and background regions (some masks
make the stroke regions render 1 and some masks make
the stroke regions render 0) as shown in Fig. 2. If these
inconsistent masks are concatenated with text images as input,
ambiguous information will be introduced into the text SR
model. By consulting previous works, we find masks generated
by deep-learning-based segmentation methods do not suffer
this problem. So inspired by [17], their pre-trained model
texrnet-hrnet, which is the state-of-the-art method in text
segmentation is used to process LR-HR pairs of TextZoom.
As shown in Fig. 3 (a), masks generated by texrnet-hrnet
handle stroke regions and background regions consistently
(makes the stroke regions render 1 and the background regions
render 0), although it performs even worse especially on LR
images, which is reflected by the fact that no text is visible in
the results. But this is due to cross-domain [42], [43] issues
rather than the method itself.
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Fig. 3. In Fig. 3(a), we compare masks generated by traditional thresholding

methods and masks generated by deep-learning based methods (texrnet-hrnet).
In Fig. 3(b), some masks before and after calibration are visualized.

The most straightforward way to solve this problem is
finetuning this model on TextZoom [13], but TextZoom [13]
is a dataset aimed at text SR while texrnet-hrnet [17] is
previously trained on TextSeg [17] dataset, which is aimed at
semantic segmentation [37], [38], [39]. However, from another
point of view, texrnet-hrnet [17] can be used to compensate
for disadvantages of traditional thresholding segmentation
methods. The pre-trained texrnet-hrnet model has a large
number of parameters and heavy computational cost, due to the
consideration of total training time and model size of text SR
model, we obtain correct masks by pre-processing the train and
test datasets of TextZoom [13]. The steps for pre-processing
datasets are depicted in Alg. 1. Specifically, pre-trained seg-
mentation model is only used to generated calibrated masks
and not inclueded in the proposed text super-resolution model.
The parameters of segmentation model are frozen during this
process and no additional training is imposed on it. Under this
algorithm, our statistics show that more than 6400 masks pairs
of train datasets are reversed. In fact, there are still some masks
that render the stroke regions as 0 and render the background
regions as 1, and the outermost pixel points mostly have a
value close to 255. So we can calculate the average of a circle
of pixel points around these masks and select the masks whose
pixel values are close to 255 for reversal. It can be said that
with the above pre-processing steps we are able to get mostly
correct masks. Some masks before and after calibration are
visualized in Fig. 3 (b). Actually, the proposed Algorithm
1 can be used to generate calibrated masks of any cropped
text images, so it can also be applied to other text recognition
datasets for correct masks. In this paper, the algorithm is used
to process text super-resolution dataset TextZoom [13] so that
the training of super-resolution model can be guided.

Correct segmentation information not only can be used for
text localization [40], but also it is helpful to suppress false
positives [41]. Although utilizing text segmentation masks is
common in scene text detection field, the semantic informa-
tion provided by masks is not effectively exploited in text
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Fig. 4. Overall text region perception methods of TEAN. (a)The illustration of TSCA. (b)The illustration of OCAM.

super-resolution [13], [14], [24], [31], [32], [33], [44], [45].
Out of this consideration, we attempt to introduce information
of text masks into text SR model and thus design a Text-
Segmented-Contextual-Attention (TSCA) branch as shown in
Fig. 4 (a) to explicitly improve the text region perception
ability of our model. Specifically, three sequential convolu-
tional operations are firstly used to extract the inner prior
semantic information of input feature maps where the first
two convolutional operations have a kernel size of 3 and
the third convolutional operation has a kernel size of 1 and
use Sigmoid function to get a Text-Segmented-Contextual-
Attention-Weight (TSCAW), which can enhance the stroke
regions of feature maps. The TSCAW with a value range O to
1 is supervised by the above calibrated binary masks of HR
images during the training stage and e’ S¢A% generated by
power of e with a value range 1 to e is used to enhance the
stroke regions of feature maps. In detail, with the supervision
of calibrated HR masks, in the learned TSCAW, the value
of stroke region tends to be larger, close to 1, and the
value of background region tends to be smaller, close to
0. Therefore, calculated e?S¢AW is closer to e for stroke
region and to 1 for background region. Utilizing it to multiply
with the feature map can enhance the feature of background
region less while significantly enhancing the feature of stroke
region, thus prompting the model to focus more on stroke
region. The output of the first convolutional operation is then
added with the enhanced feature maps. Because output of
the first convolutional operation captures much global con-
textual information [46], [47], it can be used to complement
missing global contextual information of enhanced feature
maps. The mathematical formulas for TSCA are expressed as

follows:
TSCAW = s(h(g((fin)))) (D
fen = €5 s g(fin) )
fout = g(fm) + fen 3)

where g(-) denotes convolutional operation whose kernel size
is 3x3, h(-) denotes convolutional operation whose kernel
size is 1x1, s(-) denotes Sigmoid function, f;, denotes input
feature maps, f., denotes enhanced feature maps and f,,;
denotes final output feature maps.

Orthogonal Contextual Attention Module. On the other
hand, in the study of computer vision, attention [18], [48] has
played an important role. The addition of attention mechanism
implicitly promotes the model to focus on high-frequency
information, i.e. text and to suppress unimportant information,
i.e. background. In TEAN, stroke regions of feature maps
are enhanced by TSCA branch, but TSCA can not suppress
background regions because the e? S¢AW for TSCA takes value
from 1 to e, so an Orthogonal Contextual Attention Module
(OCAM) is designed to suppress unimportant background
regions and refine these mixed features, whose structure is
stated in Fig. 4 (b). In [49], orthogonal convolutional kernels
are utilized to obtain horizontal and vertical heatmap for
text detection, then final results are obtained by combining
orthogonal heat maps to suppress false positives of two direc-
tions. This method achieves superior performances especially
on texts of arbitrary shape. Similar to this work, 1 x 3 and
3 x 1 convolutional operations are used to model the vertical
and horizontal high-frequency information respectively so that
promotes the perception of arbitrarily shaped text features.

Authorized licensed use limited to: TONGJI UNIVERSITY. Downloaded on March 12,2024 at 08:24:19 UTC from IEEE Xplore. Restrictions apply.



6322

IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 33, NO. 11, NOVEMBER 2023

=i
ﬁe

input feature
maps

Bi-directional
GRU

conv

GRU

Fig. 5. The illustration of our proposed Text Enhanced Attention Block.
The specific settings of convolutional kernel size allow the
model to suppress background regions of text images horizon-
tally and vertically. However, this aim can only be achieved
partly by these two operations, due to the limitations of their
own receptive fields, a lot of deep local information [50]
is ignored, so two normal 3 x 3 convolutions are also used
to extract deep local information and features of these three
flows are concatenated, which then be refined by channel-
attention mechanism [18]. This forms the orthogonal local
contextual branch of OCAM. But there is still some redundant
and missing information in these features, inspired by [51],
two branches are added, one global contextual branch which
consists of a 3 x 3 convolutional operation to extract global
information and the other attention balance branch which
can calculate a pair of sum-to-one weights to balance the
proportions [51], [52] between global and local information.
The mathematical formula for the attention balance branch is
expressed as follows:

[in_we: 1 —in_we] = s(g(glavg_pool(f)))) 4@

where f denotes feature maps after the first 1 x 1 convolutional
operation, g(-) denotes 1 x 1 convolutional operation, s(-)
denotes Softmax function and [in_we : 1 — in_we] denotes
sum-to-one weights. This pair of weights is multiplied with
output feature maps of global and local contextual branches
and then sum them together. Finally, input feature maps
are added to get the last output features. This three-branch
structure forms the proposed Orthogonal Contextual Attention
Module (OCAM).

The addition of the above two structures forms Text
Enhanced Attention Block (TEAB), the basic block of TEAN
as shown in Fig. 5. Similar to TSRN [13], we firstly introduce
two sequential orthogonal RNNs and select GRU unit [53] as
the basis of RNN. Then the proposed OCAM and TSCA are
used to obtain stroke-enhanced feature maps, which have an
overall perception of text regions.

C. Enhanced Feature Fusion

Feature fusion [54], [55] is an essential step in neural net-
works, which is usually achieved via direct channel-wise con-
catenation [56] or element-wise addition/multiplication [57]
in previous works. In text SR field [13], [14], [24], shallow
features and deep features are fused by element-wise addition.
Although adding the above two features eases the training of
overall network [58], it fails to focus on the core of text
SR, which aims to fill LR images with information while
minimizing the loss of their original information. Actually,
deep features output from the last basic block usually capture

Bi-directional

‘ conv l—) OCAM |—>| TscA — ’ i

output feature
maps
= _|

ﬁ balanced

fusion weight
residual
feature maps G LS —d | y
y
fused
ﬁ feature maps
1-balanced
-l fusion weight
upsampled

feature maps

@ Channel-wise

Concatenation

Pixel-wise
Addition

Pixel-wise
Multiplication

Fig. 6. The illustration of Weight Balanced Fusion Module. The addition of
this module can adaptively fuse two complementary information flows.

much high-dimensional semantic information while missing
some original low-dimensional information. [59] adaptively
fused RGB saliency maps and depth saliency maps by switch
map learnt by a convolutional saliency fusion model. The
switch map can weigh the proportions of two complemen-
tary modalities. In order to balance the gains of shallow
features and deep features, which are two similar and com-
plementary information flows, we propose a Weight Balanced
Fusion Module (WBFM) to learn balanced fusion weight and
adaptively fuse them, which is depicted in Fig. 6. Firstly
deep residual features and shallow upsampled features are
concatenated together, after two convolutional operations and
Sigmoid function, a balanced fusion weight that takes value
from O to 1 can be obtained, and we use the balanced fusion
weight to multiply the residual feature maps and 1-balanced
fusion weight to multiply the upsampled feature maps. The
mathematical formulas are expressed as follows:

Jw = s (Lfr: ful)
fr=fwxfr+ 0= fw)*fy ®)

where fw denotes the balanced fusion weight, g(-)
denotes convolutional operation whose kernel size is 3x3,
h(-) denotes convolutional operation whose kernel size is
1x1, s(-) denotes Sigmoid function, [; ] denotes channel-wise
concatenation, f, denotes residual feature maps, f, denotes
upsampled feature maps and fy denotes fused feature maps.

D. End-to-End Optimization

Based on previous works, MSELoss and Gradient Profile
Prior loss proposed in TSRN [13] are applied as the main
part of total loss function. Besides, because TEAN is a
hierarchical structure for image reconstruction, so the bicubic
downsampling is used to resize the super-resolved images to
the same size as corresponding high-resolution text images at
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each level to calculate loss. The mathematical formula of main
loss function is expressed as follows:

L

Liain= Y _(pi % La(b(IFR), I"F)+ iy % Lo p (0175, 175))
i=1

6)

where L denotes the number of total levels, b() denotes
bicubic [60] operation, Il.SR denotes super-resolved images at
irp level, p; and p; denote a set of hyper-parameters that
adjust the important relationships between these loss terms
(i=1,2,3...L). In our model, we set the maximum weight
for the image generated by the last level and the same smaller
weight for images generated by remaining levels, ensuring the
sum of p; is 1. For example, as for the one-level network,
we set p; as 1 and u; as 10~*, which is similar to [13].
The ratio of p and w is constant in multi-level settings. When
L=2, py is set to % and p is set to % In three-level network,
p1 and pp are equally set to ‘l‘ and p3 is set to % following
the above rules. Then, not only can calibrated masks [17],
[61] be correct prior semantic information, but also masks of
HR text images can be used to supervise the Text-Segmented-
Contextual-Attention-Weight generated by Text-Segmented-
Contextual-Attention(TSCA) branch. Therefore, a MSELoss
is added to calculate a segmentation mask loss to narrow
the gap between the Text-Segmented-Contextual-Attention-
Weight and the segmentation masks of HR text images so
that the prior semantic information of HR text images can
be introduced into model to enhance the stroke regions. This
method forms the proposed Text Segmented Mask Loss Ly,
which can be formulated as follows:

Lism = Lo(TSCAW, HR masks) 7)

Besides, [24] utilizes perception loss to generate super-
resolved images which are photo-realistic and friendly for
human eyes, to generate super-resolved images that can be
easily recognized, a Text Semantic Loss L;s is adpoted to
introduce knowledge of pre-trained OCR model into our text
SR model to construct a strong baseline on the basis of
LapSRN [20]. Specifically, a KL loss is set to supervise
this process. If there is no semantic information loss in
the SR images compared to their corresponding HR images,
semantic features of them will be the same and the KL loss
will be infinitely close to zero. So, a pre-trained ASTER-
ENCODER [4] is utilized to extract features of super-resolved
images for each level and HR images and KL loss is used to
calculate a semantic loss which can narrow the distribution
between these features. Different coefficients are assigned
to these loss terms. The Text Semantic Loss L;; can be
formulated as follows:

p(x)

= 8
q(x) ©

Dir(pllg) = D, p(x)log
L

Lig = pi * Dk L(AEU"R)AEBUSR)))  9)
i=1

where Dk denotes the consistency of data distribu-
tion over two column vectors, AE denotes pre-trained
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ASTER-ENCODER. So the total optimization function can
be formalized as follows:

Liotal = Lain + Lts + Lism (10)

here, L,.4in focuses on pixel-wise reconstruction and edge
contour details, L;, is used to introduce semantic information
of pre-trained OCR model into text SR model as an auxiliary
supervision and L, aims to make use of segmentation
information of HR images to enhance the stroke regions.

E. Differences Between Image Deblurring, Image
Super-Resolution and Image Enhancement

In this subsection we will discuss the differences between
image deblurring, super-resolution and enhancement. Firstly,
all three of them belong to the category of image processing.
Secondly, image super-resolution and image deblurring can
both be considered as subtasks of image restoration, which
learn the causes of image quality degradation by using given
training image pairs to recover the quality of the input image
as much as possible. The goal of this task is to generate images
close to their corresponding GroundTruth from the input low-
quality images. The metrics for evaluating image restoration
are PSNR and SSIM. However, image enhancement does not
focus on the causes of image degradation as image restoration
and it rather generates higher-quality images by equalising,
balancing, sharpening etc. The goal of image enhancement is
to make the image more visually appealing by means of spe-
cific filters, such as improving brightness, contrast and etc. The
metrics for evaluating image enhancement are often based on
subjective visual judgements or task-driven. Thirdly, for image
deblurring tasks, resolution of input and output image are the
same, while for image super-resolution tasks, the resolution
of output image is usually several times that of the input
image, which is achieved by the pixel-shuffle module [24].
In other words, image super-resolution increases the number
of pixels of the input image while image deblurring does
not. Actually, the above two are technically related, in [62],
they removed the upscale module and added a global residual
learning to transform the origin super-resolution network to a
deblurring network and achieved state-of-the-art performance
at that time. It also illustrates the differences between image
super-resolution and image deblurring, despite their technical
relevance.

IV. EXPERIMENTS
A. Datasets and Evaluation

1) TextZoom Dataset: It was proposed by [13] as the first
dataset which aimed at scene text super-resolution. As for
training dataset, TextZoom [13] contains 17367 LR-HR
image pairs and its magnification factor is x2. It comes from
two previous state-of-the-art SISR datasets: RealSR [63] and
SRRAW [64] which consist of LR-HR image pairs captured by
digital cameras. Based on these two datasets, TextZoom [13]
includes additional text annotation. Out of different shooting
distances and focal lengths of the images in the above two
datasets, TextZoom [13] divides its test datasets into three
subsets, easy, medium, and hard.
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2) IC15 Dataset: To verify the generalizability of TEAN
and its improvement to the performance of scene text recog-
nition, we adopt IC15 [65] as the other test dataset. It contains
2077 text images and the reason for choosing it is that it has
relatively lower resolution than other benchmarks, which is
suitable to validate the effectiveness of text super-resolution.

3) Evaluation: The key point of text SR task is to improve
the recognition accuracy of state-of-the-art text recognition
models on real LR images. Similar to [13] and [14], the
recognition accuracy of the three pre-trained state-of-the-
art text recognition models, ASTER [4], CRNN [3] and
MORAN [5] are utilized as the most important metric for
evaluating the proposed text SR approach. And we also test
the scene text recognition performance of super-resolved text
images generated by TEAN on other three newly developed
text recognition models [8], [9], [10]. Besides, the metrics
PSNR and SSIM are also used as auxiliary references.

B. Implementation Details

As illustrated in section III, we firstly process TextZoom
[13] datasets to get correct binary masks and concatenate
them with corresponding text images. All the LR and HR
images are respectively upsampled to 64x16, 128x32 for
avoiding extra downsample degradation. Similar to [13] and
[14], the learning rate for training is set to 0.0001 and Adam
optimizer with momentum term 0.9 is used. When evaluating
text recognition accuracy, the state-of-the-art text recognition
model CRNN [3], ASTER [4], MORAN [5], NRTR [8],
SAR [9] and MASTER [10] are used. The proposed model is
trained by 500 epochs with two NVIDIA RTX 1080ti GPUs.

C. Ablation Study

1) The Effectiveness of Mask Calibration: As illustrated in
section III, we make some calibration to the mask operation
proposed in [13]. Correct masks not only can be positive
prior semantic information but also can be used to supervise
the TSCAW generated by TSCA. Actually, if information of
inconsistent masks is introduced, the model won’t enhance the
stroke regions as expected. So in this subsection, we conduct a
experiment to validate the effectiveness of mask calibration on
the basis of a strong baseline. In detail, the constructed strong
baseline is one-level LapSRN [20] with TPS-align module
and basic blocks with orthogonal Grus, besides, MSELoss,
Gradient Prior Loss [13] and Text Semantic Loss L;; as
shown in section III are used to supervise the network. After
that, TSCA is added into each basic block and calibrated
masks and uncalibrated masks are utilized to supervise the
TSCAW respectively. As shown in Table I, performance of
these two models and the constructed strong baseline is listed.
We find that adding TSCA without mask calibration leads to
even worse performance than baseline because it introduces
some wrong and ambiguous prior semantic information of
HR images so that suppresses text regions of super-resolved
images. Compare with it, adding TSCA with mask calibration
can outperform baseline by nearly 2%. So mask calibration is
vital for adding TSCA, in subsequent experiments, TSCAW
is supervised by calibrated masks by default.
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TABLE I

ABLATION STUDY FOR EFFECTIVENESS OF MASK
CALIBRATION WITH TSCA
Accuracy of ASTER [4]
easy medium hard average
754% 58.8% 40.6% 59.4%

73.9% 58.6% 40.1% 58.6%
77.2% 603% 43.1% 61.3%

Configuration
Method

Loss

baseline Lo+Lgp+Lis
baseline+TSCA Lo+Lgp+Lts+Lism
baseline+TSCA+mask calibration Lo+Lgp+Lts+Ltsm

TABLE 11
ABLATION STUDY FOR DIFFERENT SETTINGS OF OUR METHOD

Accuracy of ASTER [4]
easy medium hard average

70.5% 49.8% 352% 53.0%
75.4% 58.8% 40.6% 59.4%
77.8% 60.1% 42.8% 61.3%

Configuration
Method

LapSRN [20]
LapSRN [20]+tps+Gru [53]
LapSRN [20]+tps+Gru [53] +OCAM

Loss

Charbonnier
Lo+Lgp+Lis
Lo+LGp+Lis

LapSRN [20]+tps+Gru [53] +TSCA Lo+Lgp+Lis+Lism | 77.2% 603% 43.1% 61.3%
LapSRN [20]+tps+Gru [53] +WBFM Lo+Lgp+Lis 76.1% 593% 41.3% 60.0%
Full model without TSCA Lo+Lgp+Lts 78.1% 60.6% 43.4% 61.7%
Full model without OCAM Lo+Lgp+Lts+Lism | 77.7% 60.9% 43.6% 61.8%

61.2%
61.8%
64.5%

43.8%
44.2%
45.6%

62.2%
62.6%
64.6%

Full model without WBFM
Full model (TEAN-one-level)
Full model (TEAN-two-level)

Lo+Lgp+Lts+Lism | 78.3%
Lo+Lgp+Lis+Lism | 78.6%
Lo+Lgp+Lis+Lism | 80.4%

2) Overall Analysis: A series of experiments are conducted
to validate effectiveness of the proposed modules in TEAN.
With this in mind, several different experimental settings are
listed: 1) original LapSRN [20]; 2) the constructed strong
baseline: TPS-LapSRN [20] with GRu [53] and Text Semantic
Loss(L;s); 3) the model which only adds the proposed Orthog-
onal Contextual Attention Module(OCAM) on the basis of 2);
4) the model which only adds Text-Segmented-Contextual-
Attention branch (TSCA) on the basis of 2); 5) the model
which only adds Weight Balanced Fusion Module (WBFM)
on the basis of 2); 6) the full model without TSCA; 7) the
full model without OCAM,; 8) the full model without WBFM;
9) the one-level full text SR model; 10) the two-level full text
SR model. For the fair comparison, we conduct these ablation
experiments on the basis of one-level structure. As shown in
Table II, the performance of these models is enumerated.

3) Comparison of the Number of Total Levels: Hierarchical
structure of LapSRN [20] can reconstruct LR images pro-
gressively and upscale them to different factors. In previous
experiments, the one-level structure is adopted unanimously.
Intuitively, performance of TEAN can be improved by adding
the number of total levels. In fact, hierarchical structure
inevitably have a lot of redundancy, which leads to a complex
model. So to weigh the accuracy and complexity of the total
model, we test different levels to compare their performance.
For a fair comparison, we only add TSCA into basic blocks
of the last level. As shown in Table III, TEAN with 1,2,3
level are compared. We can find that a deeper network does
not boosts performance but even decreases. This is because a
deeper structure can make optimization more difficult and the
performance gained from such structure is not endless. So the
number of total levels is set to 2 to get the best performance.
We also use this setting in subsequent experimental phase.

4) Analysis About the Specific Architecture of OCAM:
Strip convolutional operations are utilized in local contextual
branch of OCAM. 1 x 3 and 3 x 1 convolution are essential
for modelling orthogonal features, which has been validated
in [49]. So in this subsection three different settings are
taken into consideration as shown in Table IV. It can be
found that adding either 1 x 3 or 3 x 1 convolution improves
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we visualize the Text-Segmented-Contextual-Attention-Weight generated in the first level and the second level. For the sake of fair comparison, we visualize
the Text-Segmented-Contextual-Attention-Weight generated by the last TEAB at each level.

TABLE III
ABLATION STUDY FOR THE NUMBER OF TOTAL LEVELS

Configuration Accuracy of ASTER [4]

‘ easy

Levels medium hard average

1 78.6% 61.8% 44.2% 62.6%

2 80.4% 64.5% 45.6 % 64.6%

3 78.3% 58.8% 40.4% 60.4%
TABLE IV

ABLATION STUDY ABOUT OCAM

Accuracy of ASTER [4]
easy medium hard average

Configuration

only using channel attention in OCAM | 77.4% 60.0% 42.5% 61.1%
channel attention without 3x1 convolution | 79.7% 63.0% 44.6% 63.5%
channel attention without 1x3 convolution | 79.1% 61.8% 44.7% 63.0%

full model 804% 64.5% 45.6% 64.6%
TABLE V
DIFFERENT SETTINGS FOR TSCA AND THEIR OWN EXPERIMENTAL
RESULTS

Configuration Accuracy of ASTER [4]

easy medium hard average

one-level model+TSCA 78.6% 61.8% 44.2% 62.6%
two-level model+TSCA 78.0% 61.4% 433% 62.0%
two-level model+TSCA (only in the second level) | 80.4% 64.5% 45.6% 64.6%

performance on the basis of channel attention [18], and adding
both 1x3 and 3 x 1 convolution achieves the best performance,
which shows modelling horizontal and vertical high-frequency
information are equally vital and complementary for text SR.

5) TSCA Branch in Two-Level Model: In this subsection,
we conduct experiments to find out how to use TSCA to
achieve the best results in two-level model. As shown in
Table V, we compare three different settings:1) only use one-
level model and add TSCA; 2) use two-level model and
add TSCA into basic blocks of both levels; 3) use two-
level model and only add TSCA into basic blocks of the
second level. Besides, some visual results of Text-Segmented-
Contextual-Weight generated by the above three models and
corresponding HR masks are provided in Fig. 7. Qualitative
and quantitative results both show that using a two-level model
with TSCA only added in the second level can achieve the
best performance. As for the one-level model, since the size
of the Text-Segmented-Contextual-Weight generated by TSCA
is half the size of HR masks, interpolating them to calculate
the Text Segmented Mask Loss Ly, would result in a loss
of information, and comparing the interpolated weight with

the HR mask would increase the learning difficulty of total
network, this is part of the reason why the performance
of three-level structure is also worse than two-level struc-
ture. Besides, the one-level model generates Text-Segmented-
Contextual-Weight based on LR text images, which would
also increase the learning difficulty of this model. This also
shows the superiority of hierarchical structure compared to
single-level structure and the proposed TSCA is more effective
in two-level model than in one-level model. And as for
two-level model, after the first level, our model can obtain
sub-optimal images and during the second level our model
can obtain better segmented masks easily through these sub-
optimal images, which also reduces the learning difficulty.
As for the two-level model which adds TSCA into basic
blocks of both levels, the model will focus on the learning
the second level so that the first level will obtain incorrect
weights, and these incorrect weights will in turn affect the
learning of the second level, this is why the weights generated
by this model do not correspond well to the HR masks.
And interpolating the TSCAW generated in the first level
and then calculating the Text Segmented Mask Loss Ly
with corresponding HR masks also lead to poor results as
mentioned above. Combining these above points, we choose
to add TSCA into basic blocks of the second level only to
construct the final model.

D. Experiments on TextZoom Dataset

We compare the performance of fifteen different text
SR methods on TextZoom [13] dataset as shown in
Table VI, which includes SRCNN [11], VDSR [67], SRRes-
Net [24], RRDB [68], EDSR [69], RDN [70], LapSRN [20],
RCAN [71], SAN [72], HAN [73], TSRN [13], TSRGAN [44],
TBSRN [45], Text Gestalt [31], PCAN [14]. All of them are
trained on TextZoom [13] dataset and tested on three subsets.
We directly list the reported experimental results of the above
methods rather than re-implementing them. Compared with
recognizing LR images of TextZoom [13] without super-
resolution, the proposed TEAN can outperform by 17.4% on
ASTER [4], 17.3% on MORAN [5] and 25.4% on CRNN [3]
separately. Besides, compared with fifteen earlier proposed text
SR methods, TEAN can increase by 3-15% on ASTER [4].
Compared with the SOTA text SR method [31], TEAN out-
performs it by 3.3%, 2.0%, 3.3% on ASTER [4], MORAN [5]
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TABLE VI

PERFORMANCE OF MAINSTREAM SISR ALGORITHMS ON THE THREE SUBSETS IN TEXTZOOM [13]. IN THE FIRST TWO ROWS WE SHOW THE ACCURACY
OF THE THREE RECOGNITION MODELS FOR LOW AND HIGH RESOLUTION IMAGES RESPECTIVELY. L DENOTES TOTAL VARIATION LOSS. L)
DENOTES PERCEPTUAL LOSS PROPOSED IN [66]. Lcharbonnier DENOTES THE CHARBONNIER LOSS PROPOSED IN LAPSRN [20]. Lgp
DENOTES THE GRADIENT PRIOR LOSS PROPOSED IN [13]. L; DENOTES THE ADVERSARIAL LOSS USED IN [44]. Ly4y DENOTES
THE WAVELET LOSS USED IN [44]. Lpps DENOTES THE POSITION-AWARE LOSS PROPOSED IN [45]. Lcony DENOTES

THE CONTENT-AWARE LOSS PROPOSED IN [45]. L pG DENOTES EDGE-GUIDANCE LOSS PROPOSED IN [14]. Lgry

DENOTES THE STOKE-FOCUSED MODULE LOSS PROPOSED IN [31]. L;s DENOTES OUR PROPOSED TEXT
SEMANTIC LOSS. Lts;; DENOTES OUR PROPOSED TEXT SEGMENTED MASK LOSS

Method Loss Accuracy of ASTER [4] Accuracy of MORAN [5] Accuracy of CRNN [3]
easy medium hard average easy medium hard average easy medium hard average
LR - | 64.7% 42.4% 312%  472% | 60.6% 37.9% 30.8%  44.1% | 36.4% 21.1% 21.1%  26.8%
HR - 94.2% 87.7% 76.2% 86.6% | 91.2% 85.3% 74.2% 84.1% | 76.4% 75.1% 64.6%  72.4%
BICUBIC - 64.7% 42.4% 312%  472% 60.6% 37.9% 30.8%  44.1% 36.4% 21.1% 21.1%  26.8%
SRCNN [11] La 69.4% 43.4% 322%  49.5% 63.2% 39.0% 302%  453% 38.7% 21.6% 209%  27.7%
VDSR [67] Lo 71.7% 43.5% 34.0%  51.0% 62.3% 42.5% 30.5%  46.1% 41.2% 25.6% 233%  30.7%
SRResNet [24] Lo+Liy+Lyp 69.4% 47.3% 343%  513% 60.7% 42.9% 326%  46.3% 39.7% 27.6% 227%  30.6%
RRDB [68] Ly 70.9% 44.4% 325%  50.6% 63.9% 41.0% 30.8%  46.3% 40.6% 22.1% 21.9%  289%
EDSR [69] L1 72.3% 48.6% 343%  53.0% 63.6% 45.4% 322%  48.1% 42.7% 29.3% 241%  32.7%
RDN [70] L 70.0% 47.0% 34.0%  51.5% 61.7% 42.0% 31.6%  46.1% 41.6% 24.4% 235%  30.5%
LapSRN [20] Lcharbonnier 71.5% 48.6% 352%  53.0% 64.6% 44.9% 322%  48.3% 46.1% 27.9% 23.6%  333%
RCAN [71] Ly 67.3% 46.6% 351%  50.7% 63.1% 42.9% 33.6%  47.5% 46.8% 27.9% 26.5%  34.5%
SAN [72] L 68.1% 48.7% 36.2%  52.0% 65.6% 44.4% 352%  49.4% 50.1% 31.2% 28.1%  372%
HAN [73] Lo 71.1% 52.8% 39.0%  55.3% 67.4% 48.5% 35.4% 51.5% 51.6% 35.8% 29.0%  39.6%
TSRN [13] La+Lgp 75.1% 56.3% 40.1%  58.3% 70.1% 53.3% 37.9% 54.8% 52.5% 38.2% 314%  41.4%
TSRGAN [44] Lo+Lg+Lwav 75.7% 57.3% 40.9%  59.1% 72.0% 54.6% 39.3% 56.3% 56.2% 42.5% 328%  44.6%
TBSRN [45] L2+Lpos+Lcon 75.7% 59.9% 41.6%  60.1% 74.1% 57.0% 40.8% 58.4% 59.6% 47.1% 353%  48.1%
PCAN [14] La+LEgg 77.5% 60.7% 43.1%  61.5% 73.7% 57.6% 41.0% 58.5% 59.6% 45.4% 34.8%  47.4%
Text Gestalt [31] Lo+Lspa 77.9% 60.2% 42.4%  61.3% 75.8% 57.8% 41.4% 59.4% 61.2% 47.6% 355%  48.9%
TEAN (ours) Lo+Lgp+Lts+Lism | 804%  64.5%  45.6% 64.6% | 76.8% 60.8% 434% 614% | 63.7% 525% 381% 522%

TABLE VII

PERFORMANCE OF THREE NEWLY DEVELOPED SCENE TEXT RECOGNITION MODELS ON THE THREE SUBSETS IN TEXTZOOM [13]. AS FOR THESE
THREE MODELS, WE USE THE PYTORCH CODE AND RELEASED MODEL IN [74]

Method Loss Accuracy of NRTR [8] Accuracy of SAR [9] Accuracy of MASTER [10]
easy medium hard average easy medium hard average easy medium hard average
LR - | 56.5%  369%  288% 41.7% | 547%  38.1%  29.7% 417% | 648%  41.6%  30.6%  46.8%
HR - 90.6%  862%  154%  845% | 90.0%  869%  7T45%  842% | 91.9%  882%  77.1%  86.2%

TSRN [13] Lo+Lgp 688% 51.1%  37.0% 533% | 65.1%  464%  340%  49.5% | 708%  539% = 37.5%  55.1%

PCAN [14] Lo+Lpg 7.6%  557%  408%  57.0% | 704%  513%  368%  539% | 739%  58.6%  413%  59.0%

Text Gestalt [31] Lo+Lgpur 753%  60.5%  423%  604% | 71.8%  56.6%  388% 568% | 755%  62.0% 43.1%  61.2%
TEAN (ours)  Lo+Lgp+Lis+Lism | 776% 628% 438% 624% | 742% 58.6% 412% 590% | 77.0% 627% 45.6% 62.7%
TABLE VIII improved compared to ASTER [4] while these performance
PSNR AND SSIM RESULTS OF DIFFERENT SR can be significantly improved by using text super-resolution
METHODS ON TEXTZOOM [13] methods. This shows that super-resolution technology is vital
Method PSNR SSIM for text recognition especially in low-resolution scenes and
easy medium hard easy medium hard .
TEAN can be adopted as a better pre-processor to improve

BICUBIC 2235 1898 1939 | 07884  0.6254  0.6592 the performance of existing text recognition models. Then,
SRCNN [11] 2348 19.06 1934 | 08379 06323  0.6791 . 1
VDSR [67] 2462 189 1979 | 08631 06166  0.6989 PSNR and. SSIM are also provided as auxiliary referenc.es
SRResNet [24] | 2436 1888  19.29 | 0.8681  0.6406  0.6911 as shown in Table VIII, although they do not necessarily
RRDB [68] 2212 1835 1915 | 0.8351 06194 06856 reflect the sharpness of the texts in super-resolved images [24],
EDSR [69] 2426 1863  19.14 | 0.8633  0.6440  0.7108 . . .

RDN [70] 2227 18.95 19.70 0.8249 0.6427 0.7113 the prOpOSGd TEAN still remains ahead of eXIStlng methods
LapSRN [20] | 24.58 1885  19.77 | 08556  0.6480 07087  in the vast majority of cases. This is because TEAN works
RCAN [71] 2215 1881  19.83 | 0.8525  0.6465  0.7227 . . . . .

SAN [72] 260 1877 1982 | 08597 06477 07980 well at enhanc.mg .text regions of LR images by 1ptrodu01ng

HAN [73] 2330 19.02  20.16 | 0.8691  0.6537  0.7387 the segmentation information of HR images, which results
TSRN [13] 2507 1886 19.71 | 08897  0.6676 07302 ipn a high structure similarity between super-resolved images
PCAN [14] 2457 19.14 2026 | 0.8830  0.6781  0.7475 ! . . . .

Text Gestalt [31] | 2334 1906 1990 | 0.8369 06499  0.6986 and their corresponding HR images. Finally, visual results
TEAN (ours) | 2491 1926  20.35 | 0.8945  0.6834  0.7581 of TEAN for super-resolving some low-resolution images are

and CRNN [3] respectively. At the same time, to further
validate the improvement brought by TEAN for scene text
recognition, the performance on three newly developed text
recognition models [8], [9], [10] is also measured. It can
be seen that the recognition performance of the three newly
developed recognition models for low-resolution images is not

shown in Fig. 8, it is clear that TEAN has certain advantages
over other state-of-the-art text SR methods.

E. Experiments on IC15 Dataset

We also conduct experiments on IC15 dataset to eval-
uvate the generalization performance and improvement to
scene text recognition of TEAN. As there is currently no
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Fig. 8. Some visualization results of existing text SR methods on TextZoom [13] dataset, where the recognition results are provided by ASTER [4].

TABLE IX TABLE XI
THE EXPERIMENTAL RESULTS ON IC15_2077 [65] DATASET. THE STATISTICS OF MODEL SIZE (INCLUDING THE SIZE OF TEXT
‘—’ DENOTES RECOGNIZING DIRECTLY WITHOUT SR MODEL AND ASTER [4] RECOGNITION MODEL) AND TOTAL
SUPER-RESOLUTION PROCESSING SPEED (INCLUDING SR+ASTER [4] RECOGNITION
Method | CRNN [3] MORAN [5] ASTER [4] NRTR [8] SAR [9] MASTER [10] MODEL). ‘—" DENOTES RECOGNIZING WITHOUT TEXT
- | 56.6% 72.0% 74.2% 73.6%  18.3% 78.7% SUPER-RESOLUTION
TSRN [13] | 55.1%  69.5%  702%  708% 733%  753% Method | Model Size /MB | Processing Speed /fps
PCAN [14] | 57.8% 70.7% 719%  713%  73.8% 76.4% - \ 80.443 \ 40.14
Text Gestalt [31]| 59.6% 71.6% 73.7% 732%  75.6% 77.3% TSRN [13] | 10.339+80.443 | 37.18
TEAN (ours) ‘ 60.5% 73.3% 73.5% 74.1% 78.5% 77.8% PCAN [14] ‘ 15.755+80.443 ‘ 36.10
Text Gestalt [31] | 10.339+80.443 | 37.18
TABLE X
TEAN (one-level) | 15.260+80.443 | 35.24
THE EXPERIMENTAL RESULTS ON TEXT IMAGES INCORRECTLY
PROCESSED BY EXISTING RECOGNITION MODELS OF TEAN (two-level) | 18.551+80.443 | 34.53

IC15_2077 [65] DATASET
Method | CRNN [3] MORAN [5] ASTER [4] NRTR [8] SAR [9] MASTER [10]
- | 56.6% 72.0% 74.2% 73.6%  18.3% 78.7%
TEAN (ours) | 65.1% 75.8% 71.3% 76.9%  81.5% 82.0%

scene text recognition, is choosed to validate the proposed
method. The experimental results are shown in Table IX.
Since label distribution and image style of IC15 are differ-
ent from those in TextZoom, there is a cross-domain issue
dataset for scene text super-resolution except TextZoom [13], which results in the model pre-trained on TextZoom performs
so IC15_2077 [65], which is a challenging benchmark for less well on IC15_2077. From Table IX we can see that
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Fig. 9. Visualization of some failure cases and their corresponding recogni-
tion results, where the results are provided by ASTER [4].

TSRN [13], Text Gestalt [31] and PCAN [14] inevitably
decrease in performances on all recognition models except
CRNN [3] while TEAN achieves performance gains on most
recognition models, even if some of them are slight. From the
experimental results we find that even introducing information
from transformer-based recognizer doesn’t avoid performance
decrease in [31]. This problem is common for scene text super-
resolution models trained on TextZoom [13] and the proposed
TEAN alleviates it to a certain extent by enhancing stroke
regions of input images. Actually, many images in IC15 are
clear enough for text recognition and super-resolving them by
cross-domain models leads to wrong results instead. So TEAN
is used to super-resolve images that are initially incorrectly
recognized by text recognition models and experimental results
are listed in Table X. Similar experiments have been conducted
in [13], [31], [32], and [33], proving that text super-resolution
is aimed at low-resolution images and choosing whether to
use text SR or not by the resolution of input text images
can achieve better overall performance. From the results in
Table X we find that TEAN works well with misidentified
images and attains more than 3% performance gains on all of
text recognition models, which demonstrates the improvement
to scene text recognition brought by TEAN even though with
cross-domain issue.

F. Discussions of Failure Cases

Although TEAN has achieved comparable performance
against state-of-the-art text SR methods, it fails to super-
resolve extremely blur text images as shown in Fig. 9. Because
this kind of images can’t provide enough information for text
SR, which results in TEAN fails to learn correct TSCAW to
enhance the text regions. How to super-resolve such images
poses great challenges to the development of text SR.

G. Discussions of Model Size and Processing Speed

In this subsection, the size of TEAN and its processing
speed are discussed as shown in Table XI. For comprehensive
comparison, statistics of one-level TEAN and two-level TEAN
are both listed. As super-resolution is usually adopted as a pre-
processing step in scene text recognition, we calculate the total
model size and processing speed of scene text super-resolution
and scene text recognition. Since [31] is supervised during the
training stage by using transformer-based recognizer on the
basis of TSRN [13], the number of its parameters and process-
ing speed during the testing stage is the same as TSRN [13].
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Actually, its computational overhead is concentrated in the
training stage. Compared with the above methods, although
TEAN has larger number of parameters and slower speed,
it outperforms the above methods in accuracy and the sacrifices
in terms of number of parameters and processing speed can
be considered negligible in contrast to text recognition model.

V. CONCLUSION

In this paper, to process stroke regions and background
regions of text images distinctively, segmentation information
and attentional guidance are adopted for enhancement of text
regions in the proposed model, which achieves excellent per-
formance and should be focused in subsequent study. Mean-
while, deep features and shallow features are also integrated
adaptively by the proposed WBFM to avoid loss of original
information in text SR process. The proposed TEAN has
played a key role in improving the accuracy of text recognition
and the quality of text images, which achieves state-of-the-
art performance against existing methods. It also achieves
better cross-dataset performance compared with previous text-
specific methods, which verifies its effectiveness to scene text
recognition. Actually, the proposed model has difficulty in
processing extremely blurry text images by making use of the
limited prior information, which will be focused in our future
work.
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