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Abstract
Person search aims to locate and recognize a specified person from a gallery of uncropped scene images, which combines 
pedestrian detection and person re-identification (re-ID). Existing methods based on Faster R-CNN have been widely used 
to tackle the two sub-tasks jointly, but they ignore the feature misalignment problem, i.e., re-ID feature localization is not 
fully aligned with the detected bounding boxes (BBoxes). Due to the fine-grained property of re-ID, it is crucial to extract 
accurate appearance features. In addition, the granularity of BBoxes detected from gallery images is quite different, and it is 
defective to treat gallery boxes with different granularity as equal in estimating their similarities with the query. Three-way 
decision methods are fields of research on human-inspired computation. Inspired by them, we propose a three-way-based 
feature alignment framework (3W-AlignNet) to optimize the re-ID feature localization. The framework is implemented by 
iteratively generating new BBoxes and features from previous BBoxes. The three-way decision theory is applied to avoid the 
mismatch problem caused by increasing Intersection over Union (IoU). We further propose a Granularity Weighted Similarity 
(GWS) algorithm to relieve the granularity mismatch problem. Extensive experiments show that our method outperforms all 
other state-of-the-art end-to-end methods on two widely used person search datasets, CUHK-SYSU and PRW.
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Introduction

Person search [1] task aims to identify a specified person 
in a gallery of scene images. It combines pedestrian detec-
tion [2–4] and person re-identification (re-ID) [5–7], i.e., 
generating bounding boxes (BBoxes) from gallery images 
and matching the gallery boxes with the query. Person 
search compensates for the functional limitations of re-ID, 
and it is more suitable for practical applications, such as 
video surveillance systems, and people finder systems. Due 
to the complex changes in human posture, scene lighting, 

occlusion, and background clutter, etc., it has attracted more 
and more attention in recent years.

Existing methods divide person search into two sub-tasks 
and solve them jointly or separately. For two-stage methods 
[8–10], they train the detector and the re-ID model inde-
pendently. The detector crops candidate people from gal-
lery images and the re-ID model identifies the query person 
from candidates. In contrast, one-stage methods [1, 11, 12] 
apply multi-task frameworks based on Faster R-CNN [13] 
to solve detection and re-ID jointly. Although the multi-task 
framework is efficient and easy to train, it suffers from the 
feature misalignment problem, i.e., feature localization in the 
re-ID branch is not fully aligned with the detected BBoxes. 
Specifically, the detection branch predicts the regressor to 
revise region proposals into BBoxes, but the re-ID branch 
extracts pedestrian features before the regressor is applied. 
Therefore, the network could not convey accurate regres-
sion information to the re-ID branch. Due to the fine-grained 
property of re-ID, such misaligned features will lead to sig-
nificantly unsatisfactory performance, especially when the 
proposals are far away from the BBoxes.
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Motivated by the above observations, we propose an 
Iterative Alignment Strategy (IAS) at the inference phase. 
Our main purpose is to reduce the regressor between pro-
posals and BBoxes so as to extract aligned features. IAS is 
implemented by a cascade iteration strategy, i.e., we apply 
BBoxes generated in the first iteration as region propos-
als to generate new BBoxes and features. As shown in 
Fig. 1, when applying the second iteration, new proposals 
(BBoxes generated in the first iteration) are very close to 
new BBoxes. Hence the feature misalignment is tiny enough 
to be negligible.

Moreover, we notice that the performance of our IAS is 
limited by the decrease of detection quality caused by Inter-
section over Union (IoU) mismatch (mentioned in [14]), 
i.e., the network is trained with 0.5 IoU threshold to distin-
guish negatives/positives, which performs best for samples 
of IoU close to the threshold during testing. Namely, the 
network fails to handle samples with much higher IoU than 
the threshold in the second iteration. To address this issue, 
we propose a three-way based feature alignment frame-
work (3W-AlignNet). The thinking model of three-way 
cognitive computations [15] is developed from rough sets 
theory [16]. Yao [17] extends it to a much broader fron-
tier, which outlines a unified theory of three-way decision 
[17]. In recent years, the methodology is widely used in 
many theoretical and practical fields, such as fuzzy sets 
theory [18], shadowed sets theory [19], face recognition 
[20], and sentiment classification [21]. Three-way deci-
sion explores thinking, problem-solving, and information 
processing in threes, namely sets of three parts or items. 
Here the three parts correspond to positive, negative and 
boundary, respectively. We firstly divide BBoxes into the 
above three parts according to their detection confidence. 
We then retain positive BBoxes and remove negative ones. 
For BBoxes in the boundary domain, we implement similar 

iterative operations as IAS on them. Afterward, we combine 
new BBoxes with retained BBoxes to achieve better perfor-
mance. In general, our 3W-AlignNet gives joint considera-
tion to detection quality and feature localization.

Another challenge for person search is the granularity 
mismatch problem. We refer to the resolution of the BBox 
as the granularity of it. The higher the resolution, the finer 
the granularity, and vice versa. Given a query image Q and 
a gallery G, the granularity of BBoxes detected from G is 
quite different. Compared with BBoxes with close granular-
ity to Q, those with much coarser granularity than Q tend 
to be easier to get higher similarity scores with Q. Figure 2 
shows an example of a false match. Given the man in the yel-
low box as the query, the man in the green box is the correct 
result to be matched, but the network misidentifies the man 
in the red box as the query. We can see that people in coarse-
grained BBoxes tend to be blurred and their appearance fea-
tures are not discriminative enough to be distinguished from 
others. To relieve this issue, we propose a multi-granularity 
BBox reweighting algorithm, named Granularity Weighted 

Fig. 1   The illustration of IAS. 
The red boxes denote region 
proposals generated by RPN 
in the first iteration. The green 
boxes represent BBoxes gener-
ated in the first iteration and the 
blue boxes represent BBoxes 
generated in the second iteration

Fig. 2   Example of false match. The notion Q denotes the query per-
son. The man in green box is the correct result to be matched and the 
man in red box is the false match
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Similarity (GWS), which suppresses BBoxes with coarse 
granularity by incorporating granularity difference into simi-
larity measurement.

The main contributions of our works are as follows:

•	 We propose a three-way based feature alignment frame-
work (3W-AlignNet) for person search to relieve the fea-
ture misalignment problem, which provides a good idea 
for the combination of three-way decision theory and 
deep learning methods.

•	 We propose a multi-granularity BBox reweighting algo-
rithm (GWS) to relieve the granularity mismatch prob-
lem, which incorporates granularity difference into simi-
larity measurement.

•	 Our method is computationally light and outperforms all 
state-of-the-art end-to-end methods on CUHK-SYSU and 
PRW datasets.

The remainder of this paper is organized as follows. 
“Related Work” provides a survey of the literature, “Meth-
odology” describes the proposed method, “Experiments and 
Results” reports on the experiments and results, and “Con-
clusions” makes some conclusions.

Related Work

Person Search  Person search aims to locate and recog-
nize people from unconstrained images. Existing methods 
divide this task into two sub-tasks and solve them jointly 
or separately. For two-stage methods, Chen et al. [8] put 
forward the contradictory objective problem and suggest to 
train two detection and re-ID models. Lan et al. [9] propose 
a Cross-Level Semantic Alignment (CLSA) to tackle the 
multi-scale matching problem. Wang et al. [10] design an 
Identity-Guided Query (IDGQ) detector and a Detection 
Results Adapted (DRA) re-ID model separately to eliminate 
the inconsistencies between the two sub-tasks.

In contrast to the above two-stage methods, other works 
train the detection and re-ID model in an end-to-end manner. 
For example, Xiao et al. [1] prove that pedestrian detection 
and person re-ID can be solved in an end-to-end framework. 
They apply Faster R-CNN as the backbone network and 
employ a parallel re-ID branch with the detection branch. 
Then an online instance matching (OIM) loss function is 
proposed for re-ID. Xiao et al. [11] enhance the discrimina-
tion of features by applying center loss. Yan et al. [12] build 
a graph learning framework and employ context informa-
tion for person search. Liu et al. [22] and Munjal et al. [23] 
propose query-guided networks to leverage the query image 
extensively. Dong et al. [24] propose a Siamese network with 
an additional instance-aware branch to alleviate the negative 
effects of context information. Chen et al. [25] analyze the 

contradictory goals of two sub-tasks and solve the problem 
by the Norm-Aware Embedding (NAE) model, which dis-
entangles the person embedding into norm and angle for 
detection and re-ID, respectively.

Three‑Way Decision  In this paper, we continue to use the 
framework of end-to-end methods. Based on the NAE [25] 
model, we propose IAS to alleviate the feature misalignment 
problem. The strategy largely improves the performance 
of re-ID but is still limited by the IoU mismatch problem. 
Three-way decision theory [15], which offers new theories, 
models, and tools for cognitive analytics, provides a smart 
alternative to solve it. The methodology of three-way deci-
sion is widely applied in many fields, including traditional 
machine learning fields and deep learning fields. Li et al. 
[20] introduce three-way decision to face recognition and 
propose a sequential three-way decision and granulation for 
cost-sensitive face recognition. Zhang et al. [21] propose 
a three-way enhanced network for sentiment classification, 
which successfully combines traditional models with deep 
learning methods. Chen et al. [26] propose a graph-based 
keyphrase extraction model with three-way decision. The 
above works enrich the theoretical foundation of three-way 
decision and indicate that the thinking model of three-way 
cognitive computations is applicable for many practical 
decision problems. Our method is inspired and guided by 
three-way decision theory and relevant applications, and 
we hope it will illuminate other fields related to cognitive 
computation.

Methodology

In this section, we first present an overview of the whole 
structure of our baseline. Then we describe the proposed 
IAS, which aims to alleviate the feature misalignment prob-
lem. Subsequently, we describe our 3W-AlignNet to relieve 
the IoU mismatch problem. Finally, a useful GWS algorithm 
is introduced.

End‑to‑End Framework for Person Search

As aforementioned, we aim to tackle two sub-tasks together 
in a multi-task end-to-end framework. We take the Norm-
Aware Embedding (NAE) [25] network as our baseline. 
Figure 3 shows the structure of NAE, in which a multi-task 
head for detection and re-ID is built upon the top of Faster 
R-CNN.

We adopt ResNet50 [27] as the backbone. Given an 
image as input, it first passes through the first part (res1-
res4) of ResNet50 to extract basic features. Then a Region 
Proposal Network (RPN) [13] is applied on these feature 
maps to generate proposals of candidate people. After 
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non-maximum suppression (NMS) [13], we keep 128 pro-
posals and exploit RoI-Align [28] to pool a 1024 × 14 × 
14 region from the stem feature maps for each proposal. 
These pooled proposals are fed into the second part (res5) 
of ResNet50 to extract 2048-dimensional 7 × 7 feature 
maps. The 2048-dimensional features are used to calculate 
regressor and then projected to 256-dimensional features, 
which are decomposed to radial norm r and angle � in the 
polar coordinate system for classification and re-ID, respec-
tively. Following the previous works, the Online Instance 
Matching (OIM) loss [1] is applied to optimize the extracted 
pedestrian features for re-ID.

During training, the overall feature learning loss function 
is given as:

where the Lreg1 / Lreg2 stands for the regression loss used in 
RPN / R-CNN [29], and the Lcls1 / Lcls2 stands for the classi-
fication loss used in RPN / R-CNN. Loim stands for the OIM 
loss. �3 is set to 10 and others are 1. At inference, BBoxes 
detected from gallery images are ranked according to the 
similarities between the query and gallery.

Iterative Alignment Strategy

As Introduction mentioned, re-ID is a fine-grained task, but 
the baseline suffers from the feature misalignment problem. 
In this section, we will describe our IAS in detail. A region 
proposal p = (px, py, pw, ph) contains the four coordinates of 
an image patch x. In NAE, the task of regression is to regress 
the region proposal p into a target BBox b = (bx, by, bw, bh) , 

(1)L = �1Lreg1 + �2Lcls1 + �3Lreg2 + �4Lcls2 + �5Loim

using a regressor. The regressor Δ = {�x, �y, �w, �h} is 
defined as follows.

In our baseline, due to the large regressor predicted 
by the network, the extracted re-ID features are not fully 
aligned with detected BBoxes. To reduce the regressor, a 
straightforward way is to make proposals much closer to 
the ground truth. IAS is described in Algorithm 1. Given 
an image, we firstly input it into NAE to predict prelimi-
nary BBoxes ( boxes1 ) and features ( feats1 ). Then we freeze 
RPN and take boxes1 as new region proposals ( proposals2 ). 
RoI-Align is used to pool proposals2 into fixed regions, 
which are then fed into the multi-task head to generate new 
BBoxes ( boxes2 ) and features ( feats2).

The boxes1 are usually very close to the ground truth. 
As a result, in the second iteration, the regressor between 
proposals2 and boxes2 is much smaller than the first itera-
tion. So that the feature misalignment problem would be 
tiny enough to be negligible. 

(2)
�x = (bx − px)∕pw, �y = (by − py)∕ph

�w = log(bw∕pw), �h = log(bh∕ph)

Fig. 3   The illustration of our 
model. (a) The NAE-base. (b) 
The structure of our 3W-AlignNet
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Three‑Way Based Feature Alignment Framework

Although IAS can effectively relieve the feature mis-
alignment problem, the re-ID performance will be inevi-
tably limited by the decrease of detection quality, which 
is caused by the IoU mismatch. Figure 4 shows the IoU 
distribution of boxes1 generated by NAE in the first itera-
tion. The NAE network is trained with 0.5 IoU threshold, 
but there are a lot of BBoxes with IoU > 0.85 after the 

first iteration. As mentioned in [14] and shown in Fig. 5, 
the network optimized at a single IoU level is not neces-
sarily optimal at other levels. And it performs best for 
samples with IoU close to the threshold that the network 
is trained. In the second iteration, the IoU of proposals is 
generally higher than the first time. For those samples with 
much higher IoU (> 0.85) than the training threshold, the 
detection ability of the network is not powerful enough to 
handle them.

To alleviate the IoU mismatch problem, we introduce 
the framework of three-way decision to Algorithm 1. The 
structure of our 3W-AlignNet is shown in Fig. 3. Firstly, the 
NAE network takes an image as input and produces several 
bboxes1 (see Algorithm 2) as candidates in the first itera-
tion. Then, in order to divide bboxes1 into three parts, it is 
crucial to choose a proper partition criterion. The detection 
branch predicts a detection confidence score ( det_score ) for 
each BBox, which tends to reflect the IoU with the ground 
truth. Empirically, the larger the det_score , the higher the 
IoU. Therefore, we adopt det_score as the partition criteria 
and predict it by the softmax function, which is used as the 
last activation function of the NAE baseline to normalize 
the output of the network to a probability distribution over 
predicted output classes.

The function takes as input a vector z = (z1, ..., zK) of K 
real numbers, and normalizes it into a probability distribu-
tion consisting of K probabilities proportional to the expo-
nentials of the input numbers. The function is defined as 
follows:

Fig. 4   The IoU statistics of BBoxes of labeled people detected by the 
NAE network

Fig. 5   The output IoU of 
BBoxes compared with input 
IoU in the NAE network
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where K = 2 represents two categories, background and 
foreground, respectively.

Specifically, we set two thresholds C1 and C2 
( 0 < C1 < C2 < 1 ), and divide bboxes1 into the follow-
ing three parts : positive (foreground BBoxes with higher 
det_score than C2 ), negative (background BBoxes with lower 
det_score than C1 ) and boundary (BBoxes with medium 
det_score between C1 and C2 ). Then we retain positive 
bboxes1 and feats1 , and remove negative ones. Afterward, 
similar method as Algorithm 1 is applied to the remaining 
boundary instances, i.e., we freeze RPN and take boxes1 in 
boundary domain as new region proposals ( proposals2 ). For 
each one of proposals2 , we exploit RoI-Align to pool it into 
a fixed region. These pooled regions are then fed into the 
multi-task head of NAE again to generate boxes2 and feats2 . 
The retained bboxes1 and iteratively generated bboxes2 are 
finally merged, and their features are applied to the similarity 
calculation. Our method is described in Algorithm 2. Due 
to the detection ability of the network (shown in Fig. 5), the 
regressor between positive bboxes1 and their proposals is 
relatively small. Retaining samples in the positive domain 
has few negative effects on feature localization but effec-
tively avoids the IoU mismatch problem. To summarize, our 
3W-AlignNet achieves a good balance between detection 
quality and better features.

We are not the first to apply iterative operations on top of 
the Faster R-CNN, such as [14, 30]. But our method signifi-
cantly differs from them in the following aspects.

(3)�(z)i =
exp(zi)

∑K

j=1
exp(zj)

, for i = 1, ...K
•	 The above two methods [14, 30] are proposed in the 

field of object detection, and they aim at achieving bet-
ter detection performance. However, our method aims at 
alleviating the feature misalignment problem in person 
search and illuminates that person re-ID is very sensitive 
to the feature localization.

•	 The above two methods [14, 30] need to process all 
BBoxes in each iteration, while we just apply BBoxes 
in the boundary domain to the second iteration, which 
ensures the efficiency of the network.

•	 Compared with [14], our second head shares the same 
parameters with the original network, and no extra train-
ing is required.

BBoxes Reweighting Algorithm

In this section, we propose a novel GWS to relieve the 
granularity mismatch problem. Given a query person, gal-
lery BBoxes are ranked according to their similarities with 
the query. Previous works treat gallery boxes with different 
granularity as equal in estimating their similarities with the 
query, which is defective as mentioned in the Introduction.

We denote area(b) = bw ∗ bh as the area of a BBox 
b = (bx, by, bw, bh) . Given a query BBox q and a gallery 
BBox g, the similarity calculation between q and g is defined 
as follows:

where Xq = {xq1 , xq2 ...xqn} and Xg = {xg1 , xg2 ...xgn} represent 
the features of q and g respectively.

We define d(q, g) to measure the granularity difference 
between q and g as follows:

The closer the value of d is to 1, the smaller the granular-
ity difference is.

We design a reweighting function to assign different 
weights to samples with different granularity. The main idea 
is to suppress the weights of BBoxes with coarse granularity 
and increase the weights of those with fine granularity.

The linear decay reweighting function w(q, g) is defined 
as follows:

Two thresholds k1 and k2 are defined. As Fig. 6 shows, 
k1 indicates the value of the abscissa d(q, g) where w(q, g) 
begins to decrease. k2 represents the value of the ordinate 

(4)sim(q, g) =

∑n

i=1
xqixgi

�Xq� ⋅ �Xg�

(5)d(q, g) =

{ area(g)

area(q)
, if area(g) < area(q),

1, otherwise.

(6)w(q, g) =

{
1 −

(k1−d(q,g))∗(1−k2)

k1
, if d(q, g) < k1,

1, otherwise.
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w(q, g) where d(q, g) is equal to 0. If d(q, g) ⩾ k1 , w(q, g) 
is set to 1 and remains unchanged; If d(q, g) < k1 , w(q, g) is 
gradually reduced according to the linear decay factor.

The overall GWS is then defined as:

GWS effectively reduces the negative influence of the 
granularity mismatch problem and helps to improve the 
accuracy of the final results.

Experiments and Results

Datasets

CUHK‑SYSU   [1] is a large-scale person search dataset 
captured by a moving camera in the street/urban scene 
or chosen from the movie snapshots. A total of 18,184 
scene images and 96,143 BBoxes with annotations are 
collected. Each labeled person has a specific Person-ID 
and appears in at least two different scene images from 
different angles. Those unlabeled people are marked as 
unknown identities. The training set contains 11,206 
scene images and 5,532 identities, while the testing set 
contains 6,978 gallery images and 2,900 query people. 
In the testing set, gallery size is between 50 and 4,000 
for each query person. We set gallery size as 100 in all 
experiments by default.

(7)GWS(q, g) = sim(q, g) ∗ w(q, g)

PRW  [31] consists of 11,816 video frames extracted from 
videos taken at different locations on a university campus. 
It contains 932 labeled people and 34,304 labeled BBoxes. 
And annotations are divided into labeled identities and 
unlabeled identities. The training set includes 5, 704 frames 
and 482 identities, while the testing set contains 6, 112 gal-
lery images and 2, 057 query images with 450 identities. 
The size of the gallery is significantly larger than the default 
setting of CUHK-SYSU.

Evaluation Protocol

We adopt the Cumulative Matching Characteristic (CMC) 
[25] and the mean Averaged Precision (mAP) [25] as the 

Fig. 6   The illustration of the 
reweighting function w(q, g)

Fig. 7   Influence of different values of C
2
 on the performance on 

CUHK-SYSU
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performance metrics, which are widely used in person re-ID 
and object detection tasks. We calculate an averaged preci-
sion (AP) by computing the area under the Precision-Recall 
curve for each query and then average the APs across all the 
queries to obtain the final mAP.

Implementation Details

We use PyTorch to implement our model and run experi-
ments on one Tesla V100 GPU. We adopt ResNet50 pre-
trained on ImageNet [32] as our backbone network. Then 
a standard RPN is added on top of the first four residual 
blocks (res1-res4) to generate region proposals. The anchor 
scales and ratios in RPN are set as (32, 64, 128, 256, 512) 
and (0.5, 1.0, 2.0) respectively. Afterward, the proposals are 
reshaped to 14 × 14 by the RoI-Align layer and passed to 
the last residual block (res5). During training, we randomly 
sample five images in each mini-batch and scale them to 
900 × 1500 pixels. Stochastic Gradient Descent (SGD) is 
used to optimize the model. The momentum of SGD is set 
to 0.9, and the weight decay is set to 0.0005. The model is 
trained for 22 epochs, and the initial learning rate is 0.003 
(warm-up in the first epoch), dropped to 0.0003 at the 16th 
epoch.

Ablation Study

In this section, we firstly perform several analytical experi-
ments on CUHK-SYSU and PRW datasets to explore the 
contribution of each component in our proposed method, 
which is shown in Table 1. Then we do more experiments 
on CUHK-SYSU to further explain the superiority of our 
method.
Aligned Features are Important for Re‑ID  Table 2 shows 
the detection and re-ID results of the NAE baseline, Iterative 
Box [30], and ours. Iterative Box is proposed in object detec-
tion, and it is a similar testing phase enhancement method 
like IAS.

•	 IAS vs. NAE. Our IAS achieves 91.0% and 85.7% w.r.t. 
Recall and AP, inferior to NAE-base by 1.6 and 1.1 pp. 
respectively. But it achieves better re-ID performance, 

92.4% and 93.6% w.r.t. mAP and top-1, outperforming 
NAE-base by 0.9 and 1.2 pp. Figure 8 shows the regres-
sor Δ = {�x, �y, �w, �h} distribution before and after 
applying our IAS. We can see that IAS largely reduces 
the regressor Δ to extract more aligned re-ID features. 
This is consistent with our viewpoint that aligned fea-
tures play an important positive role in the re-ID task, 
even though there is a decline in the detection quality.

•	 IAS vs. Iterative Box. In Table 2, Iterative Box gains a 
slight increase in re-ID performance, which is brought 
by better detection quality. Although our IAS achieves 
inferior detection quality, it achieves better re-ID perfor-
mance, outperforming Iterative Box by 0.6% and 0.6% 
w.r.t. mAP and top-1. The experiment result shows the 
superiority of our method in person search task. Notice 
that we try to implement more than twice iteration opera-
tions on the basis of NAE, but they fail to work better 
than IAS.

Effectiveness of Three‑Way Decision  The above detec-
tion decline in IAS is caused by IoU mismatch. To alleviate 
it, we introduce the framework of the three-way decision 
to IAS. From Table 2, we can see that our 3W-AlignNet 
achieves 92.4% and 87.3% w.r.t. Recall and AP, superior to 
IAS by 1.4% and 1.6%, respectively. And it achieves 93.0% 
and 94.0% w.r.t. mAP and top-1, outperforming the IAS by 
0.6 and 0.4 pp. We take C1 and C2 as two hyper-parameters 
and set them according to prior experience and optimal 
experiment results. Due to the strong classification and rep-
resentation ability of deep neural networks, most samples are 
classified by NAE as det_score < 0.5 or det_score > 0.8 in 
the first iteration. Therefore, C1 is set as 0.5 to abandon sam-
ples in the negative domain, which is the same as the NAE 
baseline. C2 is the key value to be explored for better perfor-
mance. When we set C2 < 0.8 (such as 0.6, 0.7 and others), 
there are too few samples in the boundary domain and thus 
the effect is not significant. To divide positive and boundary 
domain samples, we set C2 as 0.8, 0.85, 0.9, and 0.95 in our 
experiment. On CUHK-SYSU, C2 = 0.95 achieves the best 
performance, while on PRW, C2 = 0.9 is the best choice. 

Table 1   Ablation experiments on CUHK-SYSU and PRW

Method CUHK-SYSU PRW
mAP top-1 mAP top-1

NAE-base 91.5 92.4 43.3 80.9
+ GWS 91.8 92.8 43.5 81.2
NAE-base 91.5 92.4 43.3 80.9
IAS 92.4 93.6 44.0 81.6
3W-AlignNet 93.0 94.0 44.3 81.7

Table 2   Influence of detection quality and re-ID feature localization 
on the performance on CUHK-SYSU dataset. The Iterative Box [30] 
(mentioned in Methodology) is a similar testing phase enhancement 
method like IAS

Best results in each block are marked in bold

Method Detection re-ID
Recall AP mAP top-1

NAE-base 92.6 86.8 91.5 92.4
Iterative Box [30] 93.2 86.9 91.8 93.0
IAS 91.0 85.7 92.4 93.6
3W-AlignNet 92.4 87.3 93.0 94.0
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The influence of C2 on the performance on CUHK-SYSU is 
shown in Fig. 7, which shows the robustness of our method 
to the value of C2 . In short, 3W-AlignNet is simultaneously 

influenced by detection quality and re-ID feature localiza-
tion, and it achieves the best performance when the above 
two factors are well balanced.

Fig. 8   Regressor Δ distribution before and after applying IAS

Fig. 9   Top-1 search results 
for several hard samples. The 
notion Q denotes the query per-
son, for each we show the top-1 
results given by NAE and GWS
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GWS is Helpful  Figure 9 shows examples of the visualiza-
tion results of our GWS, which fixes the incorrect results 
of NAE. We select k1 = 0.8 and k2 = 0.9 , respectively. In 
Table 1, adding GWS to the NAE baseline on CUHK-
SYSU yields a gain of 0.3% and 0.4% for mAP and top-1, 
respectively. On PRW, GWS yields a gain of 0.2% and 0.3% 
for mAP and top-1. The overall results demonstrate the 
efficacy of GWS.

Comparison to the state‑of‑the‑arts

In this section, we will compare our method to state-of-the-art  
methods in Table 3. All the results are clustered into two 
categories, i.e., two-stage methods in the upper block and 
one-stage methods in the lower block. CNN in Table 3 rep-
resents a Faster R-CNN detector with ResNet50 backbone.

Comparison on CUHK‑SYSU  From Table 3, our method achieves 
93.0% and 94.0% w.r.t. the mAP and top-1 metrics respec-
tively. The result outperforms all other existing end-to-end  
methods, including the strong BINet [24] and NAE+ [25]. 
Our method also achieves comparable results with two-stage 
ones, including FPN+RDLR [33] and TCTS [10]. Note that, 
compared with query-guided methods, such as QEEPS [23] 
and TCTS [10], our method inherits the advantage of NAE, 
which is computationally light and efficient. The gallery size is 
set as 100 in Table 3. To evaluate the performance consistency 
with varying gallery sizes, we evaluate the mAP with a gal-
lery size of [50, 500, 1000, 2000, 4000]. As shown in Fig. 10, 
the performance of all methods degrades as the gallery size 
increases, which shows the limitations of current person search 
algorithms at larger search scales. Nevertheless, our method 
stands out from all end-to-end methods at all gallery sizes.

Comparison on PRW  We further evaluate our method with 
competitive ones on the PRW dataset. In this experiment, 
the gallery size of the testing dataset is 6112. Thus PRW is 
more challenging with less training data and larger gallery 
size. As shown in the right column of Table 3, our approach 
outperforms all previous end-to-end methods and surpasses 
the second-best two-stage method FPN+RDLR [33] by a 
large margin. The overall results strongly demonstrate the 
effectiveness of our method again.

Table 3   Comparison of mAP and top-1 accuracy with the state-of-
the-art methods on CUHK-SYSU and PRW

Best results in each block are marked in bold

Method CUHK-
SYSU

PRW

mAP% top-1% mAP% top-1%

two-stage DPM+IDE 
[31]

- - 20.5 48.3

CNN+MGTS 
[8]

83.0 83.7 32.6 72.1

CNN+CLSA 
[9]

87.2 88.5 38.7 65.0

FPN+RDLR 
[33]

93.0 94.2 42.9 70.2

TCTS [10] 93.9 95.1 46.8 87.5
end-to-end OIM ([1]) 75.5 78.7 21.3 49.9

IAN [11] 76.3 80.1 23.0 61.9
NPSM [22] 77.9 81.2 24.2 53.1
CTXGraph 

[12]
84.1 86.5 33.4 73.6

QEEPS [23] 88.9 89.1 37.1 76.7
BINet [24] 90.0 90.7 45.3 81.7
NAE [25] 91.5 92.4 43.3 80.9
NAE+ [25] 92.1 92.9 44.0 81.1
Ours 93.0 94.0 44.3 81.7

Fig. 10   The mAP of end-to-end 
methods under different gallery 
size on CUHK-SYSU
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Conclusions

In this paper, we propose a three-way based feature alignment 
framework for person search, which is inspired by the thinking 
model of three-way cognitive computations. Our method aims 
at alleviating the feature misalignment problem in end-to-end 
methods and illuminates that the re-ID sub-task is very sensi-
tive to the feature localization. We further propose a novel 
gallery box reweighting algorithm to deal with the granular-
ity mismatch problem between the query and gallery boxes. 
Extensive experiments have been conducted, and the results 
validate the superiority of our method. We hope our work will 
inspire more and more researchers to pay attention to the fea-
ture localization mechanism of person search models.
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