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A Robust One-Stage Detector for Multiscale
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Abstract— With the development of synthetic aperture
radar (SAR) imaging and deep learning, SAR ship detection
based on convolutional neural networks (CNNs) has been exten-
sively applied in the last few years. Nevertheless, there are two
main obstacles in SAR ship detection: 1) the SAR images have
too much noise, such as the interference from land area, making
it difficult to distinguish ship objects from the surrounding
background, and 2) due to the multiscale characteristics of
ship objects, there are numerous false negatives in the detection
results, especially for small objects. To alleviate the above prob-
lems, we propose a one-stage ship detector with strong robustness
against scale changes and various interferences. First, to mitigate
the disturbance from complex background, a coordinate attention
module (CoAM) is introduced for obtaining more representative
semantic features to accurately locate and distinguish ship
objects. Second, a receptive field increased module (RFIM) is
devised to capture multiscale contextual information to improve
the detection performance for ships with diverse scales. Finally,
we verify the robustness of our method on several public SAR
datasets, i.e., SAR-Ship-Dataset, high-resolution SAR images
dataset (HRSID), and SAR ship detection dataset (SSDD). The
experimental results demonstrate that the proposed method
has a competitive performance, exceeding other state-of-the-art
methods by at least 2.6% AP50 on HRSID.

Index Terms— Deep learning, ship detection, synthetic aperture
radar (SAR).

I. INTRODUCTION

SYNTHETIC aperture radar (SAR) is a microwave active
probing imaging technique with the ability of all-day, all-

weather, wide mapping, and high resolution. These advantages
make it the most suitable imaging method for object detection
and ocean monitoring in the field of space technology [1]–[3].
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Ship detection, including localization and classification, is a
momentous application of SAR images and plays an important
role in the military and civil fields. At the moment, abundant
SAR-imaging technologies provide a large amount of available
data, which makes ship detection in SAR images a particularly
important task. Therefore, there is an urgent need for accurate
and robust ship detection algorithms.

The constant false-alarm rate (CFAR) algorithm [4]–[7],
a frequently used traditional approach for SAR ship detection,
is based on the statistical distributions of the sea clutter and
adaptive thresholding strategy. However, this method is highly
dependent on the distributions predefined by humans and
greatly affected by the background statistical region. Conse-
quently, it is difficult to settle the problem of ship accurate
detection with the traditional approaches for SAR images
under the interference of complex background. Recently, due
to the powerful feature representations in convolutional neural
network (CNN), object detection technology based on deep
learning has attracted extensive research and achieved great
success. Currently, object detectors based on deep learning
can be primarily divided into two families. The one is two-
stage detectors such as region-based CNN (R-CNN) [8]–[10],
and the most representative one is Faster R-CNN. Another is
one-stage detectors, such as SSD [11], YOLO [12]–[14], and
RetinaNet [15].

Although the above detection algorithms have superior
performance compared with traditional methods [4]–[7], it is
difficult to apply them directly to ship detection in SAR
images. The main obstacles to its successful application are
as follows.

1) Complex background with extensive noise, particularly
in the shore area. In virtue of the unique imaging
technology of SAR, there is much speckle noise in SAR
images [see Fig. 1(a)]. Besides, ship detection in SAR
images has many disturbances, including land, islets, and
sea clutter, which will produce useless false alarms.

2) Multiscale, especially small object detection. Because of
multiresolution imaging modes and various ship shapes,
multiscale, especially small objects are the characteris-
tics of SAR images [see Fig. 1(b)]. It is worth noting
that when small objects are mapped to the final feature
map, there is little information for location refinement
and classification, which emerges high false negatives
and cuts down the detection performance.
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Fig. 1. Examples of SAR images in SAR-Ship-Dataset with distinct
scales and backgrounds, showing (a) complex backgrounds and (b) multiscale
characteristics. (Ground truths indicated with blue bounding boxes.)

3) Weak generalization ability. Most detection algorithms
show weak robustness against different datasets, and
specifically, the detection accuracy is high on a specific
dataset, but the performance on other similar datasets is
unsatisfactory.

Taking the above matters into consideration, we propose a
robust detector with superior performance for multiscale ship
detection with complex background in massive SAR images.
First, to mitigate the disturbance from complex background in
SAR images, a coordinate attention module (CoAM) is intro-
duced and embedded into backbone to accurately locate and
distinguish ship objects. Second, to obtain an enhanced feature
pyramid, receptive field increased module (RFIM) is devised
for capturing multiscale contextual information to improve the
detection performance for ships with diverse scales, especially
small objects. In short, we achieve a detection system that
is robust enough to multiscale objects, complex background,
as well as datasets.

The main contributions of this article are as follows.
1) For the complicated background, CoAM is introduced

and embedded into backbone to obtain stronger semantic
features that better represent objects, thereby dropping
false alarms.

2) For multiscale ship detection, RFIM is designed to
enrich the receptive field and capture multiscale con-
textual information at the same time, which contributes
to reduce false negatives and improve the detection
performance.

3) To verify the effectiveness of the proposed method,
we make extensive experiments on several SAR image
datasets, i.e., SAR-Ship-Dataset, high-resolution SAR
images dataset (HRSID), and SAR ship detection dataset
(SSDD). Our method reaches the state-of-the-art perfor-
mance and the detection accuracy up to 96.0%, 92.7%,
and 95.6%.

II. RELATED WORK
A. Object Detection

Object detection, which intends to classify and locate
objects in an image or video, is a fundamental task in computer
vision. It has been widely concerned in recent years due to its

wide applications. Object detectors based on deep learning can
be primarily divided into two families: two-stage detectors and
one-stage detectors.

1) Two-Stage Detectors: As the term suggests, the detection
process includes two steps. The algorithms first generate a
sparse set of proposals, and then, these proposals of interest are
classified and regressed. R-CNN [8] first applies a deep learn-
ing method to object detection. Inspired by R-CNN and SPP-
Net [16], Fast R-CNN [9] proposes a region of interest (RoI)
pooling layer to improve detection accuracy and speed. Later,
Faster R-CNN [10] extends Fast R-CNN by replacing selective
search with the novel region proposal network (RPN) to
extract region proposals. Significantly, it is the first end-to-
end detection algorithm. After that, Mask R-CNN [17] is
developed to predict an object mask by adding a mask branch
to Faster R-CNN. Based on Faster R-CNN, region-based
fully convolutional networks (R-FCNs) [18] greatly improve
the detection speed through network sharing calculations.
In addition, to solve the problem of multiscale change in object
detection, feature pyramid networks (FPNs) [19] implement a
feature pyramid, which integrates multilayer feature informa-
tion and it is widely used by the subsequent algorithms. Libra
R-CNN [20] solves the imbalanced problems when training
through IoU balanced sampling, balanced feature pyramid, and
balanced L1 loss. Cascade R-CNN [21] alleviates the problems
of overfitting at training and quality mismatch at inference by
multistage architecture.

2) One-Stage Detectors: Different from two-stage detectors,
one-stage detectors directly classify and regress object on
each position of the feature maps without RPN. You only
look once (YOLO) series algorithms [12]–[14], [22] regard
detection as a regression problem and directly adopt a con-
volution neural network to implement the entire detection
process. Single-shot multibox detector (SSD) [11] detects
object of different sizes on the multiscale feature map. Reti-
naNet [15] overcomes the problem of imbalance between
positive and negative samples in one-stage algorithms by focal
loss. Recently, anchor-free models emerge endlessly, which
do not need to design anchors based on prior knowledge.
The representative algorithms include key-point-based algo-
rithms such as CornerNet [23] as well as anchor-point-based
algorithms such as FCOS [24] and CenterNet [25].

B. Ship Detection

Due to the requirements of military and civil fields,
researchers have made extensive efforts in ship detection.
Traditional SAR ship detection methods are more based on
CFAR. Wang et al. [26] improved the CFAR algorithm by fus-
ing intensity and spatial information. Shi et al. [27] extracted
object features by directional gradient histograms to sepa-
rate ship object and background. However, the performance
of traditional methods such as the above [26], [27] is far
lower than algorithms based on deep learning. Benefiting
from deep learning, ship detection based on CNN has once
again attracted the attention of researchers. Fan et al. [28]
applied a fully convolutional network with compact polari-
metric SAR images for ship detection. Kang et al. [29] used
Faster R-CNN combined with CFAR to obtain the final
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Fig. 2. Overall framework of our method, in which CoAM and RFIM are the proposed modules, and EFPN is enhanced FPNs including RFIM. The input
image is fed to the backbone with the designed CoAM to extract features, then the enhanced feature pyramid is obtained through the proposed RFIM, and
finally, the detection results are output through the head. Some internal structures of the network are at the bottom of the figure. The block diagram at the
bottom left shows the specific location where we insert the CoAM into the residual block of backbone. The block diagram at the bottom right shows the
structure of the head, in which the BCE loss is used for classification and objectness and the GIoU loss is used for regression.

ship detection results. To improve detection performance
and speed, Wang et al. [30] incorporated transfer learning
within SSD detector. Facing the challenge of large-scale
SAR images, Cui et al. [31] introduced the spatial shuffle-
group enhance (SSE) attention module into CenterNet to
extract stronger semantic features and reduce false positives.
Guo et al. [32] employed the rotational Libra R-CNN to
address three imbalances in feature level, sample level, and
objective level. Later, Guo et al. [33] continually proposed
CenterNet++, which consists of feature refinement module,
feature pyramids fusion module, and head enhancement mod-
ule to resolve the problems of small object detection and com-
plex background. Furthermore, Li et al. [34] proposed a new
multidimensional deep learning network based on the com-
plementary characteristics of spatial and frequency domains,
which improved the detection performance. In recent work,
to relief the problem of dense ship detection, Yu et al. [35]
proposed CR2A-Net, which achieved high-precision detection
of ships in any orientation through three parts: data pre-
processing module, rotated anchor-aided detection module,
and rotated align convolution layer. To solve the problem
of multiscale ship detection, Cui et al. [36] proposed a novel
multiscale ship detection method based on a dense attention
pyramid network (DAPN) in SAR images. The salient features
refined by convolutional block attention module (CBAM)
are integrated with global unblurred features to improve
the accuracy effectively in SAR images. Lin et al. [37] pre-
sented squeeze and excitation rank (SER) Faster R-CNN,
which used multiscale feature map concatenation strategy to
improve the quality of shared feature maps and suppressed
redundant subfeature maps through SE mechanism and rank
modification, thereby improving detection performance. Zhang
and Zhang [38] exploited a lightweight SAR ship detec-
tor ShipDeNet-20 with 20 convolution layers and less than
1-MB model size, which greatly improved the detection speed
without reducing accuracy.

The proposed method is a robust one-stage detection algo-
rithm. We introduce innovative modules to improve the net-
work performance and robustness by solving the complex
background and multiscale object problems faced by SAR ship
detection.

III. METHODOLOGY

The overall architecture of our method is shown in Fig. 2.
Specifically, first, we integrate CoAM into the Darknet back-
bone in order to better capture all ship object information
in complex backgrounds, so as to obtain more representative
feature maps. Then, the multiscale context information is
extracted by RFIM to get the enhanced feature pyramids. The
details are described in the following subsections.

A. Coordinate Attention Module (CoAM)

The background of SAR images is extraordinarily com-
plex, especially for the berthing ships. For this purpose,
we design a lightweight module CoAM as shown in Fig. 3,
which decouples the 2-D space into vertical and horizontal
directions by two 1-D global pooling operations. It means
that the coordinate information of the two directions is
embedded into channels correspondingly. In this way, the
network can not only retain the accurate location infor-
mation of one spatial direction but also capture the long-
range dependencies of another spatial direction, which is
very essential for the object detection task. After that, the
module can learn to get the location- and direction-aware
feature maps, which can enhance the representations of
the ships from complex background. The following will be
elaborated.

1) Spatial Directions Decoupling: The famous SENet [39]
obtains the global spatial information through 2-D global
average pooling, which loses the object location informa-
tion unfortunately. In contrast, we apply two 1-D average
pooling operations to decouple the vertical and horizontal
directions so that we can keep the position information in one
direction, meanwhile capturing the long-range dependences
in the other direction. Specifically, for the input features
I = [i1, i2, . . . , iC] ∈ R

C×H×W , we use a pooling kernel size
H × 1 to encode vertical coordinate. The element of the cth
channel at vertical position h is calculated by

xc(h) = 1

W

W∑
j=1

ic(h, j). (1)
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Fig. 3. Architectural details of the proposed CoAM. The modules of Conv_1, Conv_2, and Conv_3 are 1 × 1 convolutional layer, and it is worth noting that
Conv_1 is shared.

Moreover, the pooling kernel size 1 × W is used to encode
the horizontal coordinate. The element of the cth channel at
the horizontal position w is formulated as

xc(w) = 1

H

H∑
j=1

ic( j, w). (2)

Through the above process, the information of one spatial
direction is aggregated to another spatial direction. The fea-
tures generated in this way have not only direction-awareness
but also location-awareness, which can prompt the network to
pay more attention to the object RoI.

2) Adaptive Coordinate Attention: After the above-
mentioned spatial directions decoupling, we get two tensors
with the size of X (h) ∈ R

C×H×1 and X (w) ∈ R
C×1×W ,

respectively, which have global receptive field and accurate
position information. Then, we will carry out convolution
operation to make full use of this information, that is to
say, to generate adaptive coordinate attention. Specifically, the
implementation is defined as

X̃ (h) = ReLU
(
BN

(
Conv

(
X (h)

)))
(3)

X̃ (w) = ReLU
(
BN

(
Conv

(
X (w)

)))
(4)

where Conv(·) is a shared 1 × 1 convolutional layer, BN(·) is
the batch normalization, and ReLU(·) is the ReLU activation
function. In addition, the number of channels for tensors X̃ (h)

and X̃ (w) is C/r , where hyperparameter r is the reduction
ratio. r is introduced to reduce parameter overhead and we set
it to 32. Then, the tensors X̃ (h) and X̃ (w) are fed separately
to diverse 1 × 1 convolutional layers to restore the original
number of channels, yielding

Y (h) = σ
(
Conv

(
X̃ (h)

))
(5)

Y (w) = σ
(
Conv

(
X̃ (w)

))
(6)

where σ is the sigmoid activation function, and the outputs
Y (h) and Y (w) are regarded as adaptive coordinate attention
weights.

3) Improved Feature Maps: According to the outputs Y (h)

and Y (w), we receive attention maps along both the vertical
and horizontal directions. Considering them comprehensively,
the network can locate and identify the RoI more accurately.

TABLE I

SETTINGS OF MAX-POOLING LAYERS IN RFIM

Consequently, the final output of CoAM O is expressed as

oc(i, j) = ic(i, j) × y(h)
c (i) × y(w)

c ( j). (7)

Inspired by previous work, we integrate CoAM into the
residual block of Darknet53, as shown in the lower left block
diagram of Fig. 2. Ultimately, the refined backbone can extract
improved semantic features.

B. Receptive Field Increased Module (RFIM)

As we mentioned at the beginning, ship objects in SAR
images are multiscale, especially with plenty of small objects,
so multiscale information is quite important for ship detection
task. For this purpose, we design multiple parallel branches
with different parameters. Each branch extracts feature maps at
different spatial scales based on the respective receptive field,
and then, a spatial pyramid containing rich scale information
is constructed. After that, the important scale features are
adaptively selected through the convolutional layer to enhance
significant information of feature maps at specific scales
corresponding to different scales of detected ships. The whole
module is called RFIM, which constructs a spatial pyramid
through various receptive fields and extracts multiscale spatial
contextual information that is conducive to the detection of
multiscale, especially small ship objects.

The detailed structure of the module (see Fig. 4) is com-
posed of several pooling layers and convolution layers. In par-
ticular, we use three parallel max-pooling layers to enrich
the receptive field. The specific parameters are shown in
Table I. Unfortunately, although the pooling operation does
not add extra parameters, some information is lost. Therefore,
an additional branch of dilated convolution layer (kernel size =
3 × 3, stride = 1, output channels = 512, dilation = 4,
and padding = 4) is added to expand the receptive field
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Fig. 4. Flow diagram of the proposed RFIM. Three parallel max-pooling layers have different convolution kernel sizes. Here, module Conv_1 represents the
special dilated convolutional layer and module Conv_2 means the 1 × 1 ordinary convolutional layer.

TABLE II

SETTINGS OF ANCHOR BOXES ON DIFFERENT DATASETS

without losing resolution, so as to compensate for these losses
to a certain extent. Finally, to preserve spatial and semantic
information in the feature maps with different receptive fields
as completely as possible, these features, including input
features, are concatenated, followed by a 1 × 1 convolution
layer to merge information, meanwhile adjusting the number
of channels. It can be seen that RFIM has achieved a good
performance without adding parameters as much as possible,
which can effectively extract multiscale context information
and is efficient in detecting small ships.

In short, we design a module integrating different receptive
fields. It realizes the interaction and transmission of context
information through pooling layers with different kernel sizes
and dilated convolution layer, which can effectively alleviate
the problem of false negatives for small ships.

IV. EXPERIMENT

A. Datasets and Evaluation Metric

We evaluate the proposed method on multiple public
datasets, including SAR-Ship-Dataset [40], HRSID [41], and
SSDD [42]. These datasets have various scenarios and contain
ship objects at different scales. They can be used to develop
object detectors for multiscale and small object detection. The
SAR-Ship-Dataset labeled by SAR experts was created using
Gaofen-3 images and Sentinel-1 images. It consists of 43 819
images of 256 × 256 pixels. We randomly divide the dataset
into training, validation, and testing sets according to the ratio
of 7:2:1. For the high-resolution SAR dataset HRSID, these are

TABLE III

RESULT COMPARISONS UNDER DIFFERENT SETTINGS

OF THE REDUCTION RATIO r IN COAM

TABLE IV

EXPERIMENTAL RESULTS OF EACH PROPOSED

MODULE ON SAR-SHIP-DATASET

constructed from Sentinel-1B, TerraSAR-X, and TanDEMX
imageries. There are 5604 SAR images with 800 ×800 pixels
and we perform experiments according to the dataset division
of the original paper. For SSDD, images in this dataset are
from multiple sensors, and it is composed of 1160 images of
approximately 500×500 pixels. Image indexes’ suffixes 1 and
9 are set as the test set following the author’s suggestion.

To evaluate the performance of different methods, AP50

is used as the main evaluation metric. Specifically, average
precision (AP) is the area under the precision–recall curve.
AP50 is AP at 0.5 of IoU threshold. In addition, we use
precision, recall, F1, inferencing time, models’ number of
parameters, and FLOPs as an auxiliary evaluation metrics,
where precision, recall, and F1 are taken at the confidence
score threshold of 0.3. The calculation formula is as follows:

Precision = TP

TP + FP
(8)

Recall = TP

TP + FN
(9)

F1 = 2 × Precision × Recall

Precision + Recall
(10)

AP =
∫ 1

0
P(R)d R (11)
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TABLE V

COMPARISON OF EVALUATION METRICS OF DIFFERENT METHODS ON SAR-SHIP-DATASET. EACH SECTION SHOWS THE RESULTS OF R-CNN-BASED
ALGORITHMS, ANCHOR-BASED SINGLE-STAGE ALGORITHMS, ANCHOR-FREE ALGORITHMS, AND OUR METHOD WITH DIFFERENT BACKBONES.

THE BEST RESULTS ARE HIGHLIGHTED IN BOLD

TABLE VI

COMPARISON OF EVALUATION METRICS OF DIFFERENT METHODS ON HRSID

where TP, FP, and FN represent true positives, false positives,
and false negatives, respectively.

B. Experiment Settings

All experiments are implemented on Ubuntu 16.04 system
with PyTorch 1.6, CUDA 10.0, CUDNN 7.4.2, and TITAN
RTX GPU with 24-GB memory. The ablation experiments and
parameter analysis experiments in this article are all carried
out on the SAR-Ship-Dataset. Because of the uniqueness of
SAR images, our model is trained from scratch, that is to say,
no pretrained weights are loaded. In addition, we apply a sto-
chastic gradient descent (SGD) optimizer and cosine scheduler.
The whole training procedure has 300 epochs and the batch

size is set to 16. For the above three datasets, the input image
size of the network is 256 × 256, 800 × 800, and 512 × 512.
Especially, we use k-means clustering to yield bounding box
priors and the settings of anchor boxes on different datasets are
shown in Table II The total loss is composed of classification
loss, regression loss, and objectness loss, where the BCE loss
is used for classification and objectness and the GIoU loss is
used for regression.

C. Parameter Analysis

As stated in Section III, a hyperparameter reduction ratio r
is proposed in CoAM. r has a certain impact on the detection
performance of ships. We attempt to change r to find a suitable
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TABLE VII

COMPARISON OF EVALUATION METRICS OF DIFFERENT METHODS ON SSDD

Fig. 5. Precision–recall curves of different methods on SAR-Ship-Dataset, HRSID, and SSDD.

value for superior performance. As shown in Table III, with
the increasing of r , the number of parameters will obviously
increase, but the performance has a tendency to increase first
and then decrease. Considering comprehensively, we set r to
32 to achieve a good performance gain (AP50 = 95.3%) while
hardly increasing the amount of parameters. The reason is
analyzed and, when r is small, the convolution layer will
eliminate redundant information in channels, but with the
increasing of r , some useful feature information will be lost,
which is disadvantageous.

D. Ablation Study

In this article, two novel modules, CoAM and RFIM, are
proposed. In order to intuitively contrast the validity of each
module, we conducted an ablation study and the results are
shown in Table IV.

1) CoAM: Compared with the baseline, the proposed
method CoAM can improve AP50 from 94.4% to 95.3%. The
improvement benefits from the fact that CoAM can extract
precise spatial location information and obtain more represen-
tative feature maps through adaptive coordinate attention so
that the network pays more attention to ship objects in complex

background interference. In essence, CoAM can alleviate the
influence of complex background on detection performance
and the ablation study also proves its effectiveness.

2) RFIM: AP50 reaches 95.1% by adding lightweight mod-
ule RFIM, which is 0.7% higher than baseline. This indicates
that this module can capture multiscale contextual information
with the inflow of various receptive fields, which is effective
for multiscale, especially small ship detection.

Ultimately, by combining the modules we proposed, AP50

can reach 96.0%. It can be seen that the proposed CoAM
and RFIM are effective in improving the performance of
ship detection, and their interaction can further improve the
performance of our network.

E. Comparison With the State-of-the-Art Methods

To confirm the feasibility and generalization ability of our
method, we conduct experiments on three datasets of SAR-
Ship-Dataset, HRSID, and SSDD and compare with existing
state-of-the-art methods. As shown in Tables V–VII, it can be
seen that while real-time detection is achieved, the detection
performance of our method outperforms other comparison
methods, reaching state-of-the-art (except performance on
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Fig. 6. Comparison of the detection results by different methods under complex background. The navy blue, light blue, green, and red boxes indicate the
ground truths, true positives, false negatives, and false positives, respectively. (Unless otherwise specified, the following pictures are the same.)

Fig. 7. Comparison of the detection results by different methods for small ships.

SSDD, which is slightly lower than YOLOv4). Not only that,
we also draw the precision–recall curves of detection results
with different methods (as shown in Fig. 5). The following is
a detailed analysis of the experimental results.

1) SAR-Ship-Dataset: In general, the algorithms we com-
pare are divided into three categories: R-CNN-based algo-
rithms including two-stage and multistage, and anchor-based
and anchor-free single-stage algorithms. On SAR-Ship-
Dataset, the one-stage methods, especially the anchor-free
methods, have superior performance. It is worth noting that
our method can achieve 96.0% AP50, which is better than

all comparison methods. Compared with the classic R-CNN-
based methods, i.e., Faster R-CNN, Libra R-CNN, and Cas-
cade R-CNN, our method can improve by about 4%–5%.
As for the common one-stage algorithms SSD and RetinaNet,
ours can improve 1.8% and 2.2%, respectively. In addition,
the proposed method is 1.6% higher than the YOLOv3 and
also exceeds the YOLOv4 algorithm by 2.8%. Moreover,
ours has 1.1% and 1.0% advantages over anchor-free FCOS
and CenterNet separately. Compared with the improved ship
detection algorithms CR2A-Net, DAPN, and CenterNet++,
our method is competitive as well, which is 5.9%, 4.1%, and
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Fig. 8. Comparison of the detection results by different methods for densely arranged ships in SSDD.

Fig. 9. Part of detection results of the proposed method for objects under complex background on various SAR datasets. All ships are correctly detected.
(a) SAR-Ship-Dataset. (b) HRSID. (c) SSDD.

1.1% higher than the above algorithms, respectively. It is worth
mentioning that the inferencing time of the method in this
article is not as fast as some methods [14], [22], but it can
fully meet the real-time detection requirement.

2) HRSID: The image background of the dataset is more
complicated, and there are more small ship objects, so it
can better reflect the effectiveness of the proposed method.
Specifically, compared to the state-of-the-art methods, our
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Fig. 10. Some detection results of our method for multiscale, especially small objects on three SAR datasets. All ships are correctly detected. (a) SAR-Ship-
Dataset. (b) HRSID. (c) SSDD.

method can improve by about 2.6%–15.2%, benefitting from
the proposed CoAM and RFIM. The CoAM obtains coordinate
attention by extracting more characteristic features, which
can eliminate the influence of complex background on the
detection of ship objects to a certain extent. In addition,
RFIM alleviates the challenge of multiscale objects, especially
small objects by capturing multiscale context information.
Even compared with YOLOv4 algorithm, our method is still
2.6% higher than it. Similarly, the proposed method out-
performs other methods, achieving improvements of 14.5%,
15.2%, 13.5%, 3.9%, 10.2%, 6.1%, and 6.4% over Faster
R-CNN, Libra R-CNN, Cascade R-CNN, SSD, RetinaNet,
FCOS, and CenterNet, respectively. Furthermore, the detection
performance is also better than CR2A-Net (80.9%), DAPN
(79.8%), and CenterNet++ (86.3%).

3) SSDD: Experimental results on this dataset show that our
method is competitive, but its performance is slightly inferior
to YOLOv4 by about 0.5%. Apart from this, our method excels
over other classical and achieves improvements of 7.3%, 5.7%,
6.1%, 5.8%, 5.5%, 1.6%, 6.0%, 0.6%, 6.9%, 2.1%, and 2.9%
over Faster R-CNN, Libra R-CNN, Cascade R-CNN, CR2A-
Net, DAPN, SSD, RetinaNet, YOLOv3, FCOS, CenterNet, and
CenterNet++, respectively. It is worth mentioning that we also
test the performance of the proposed method under different
backbones, and the experimental results are competitive. Espe-
cially on SSDD dataset, using ResNet-101 as the backbone

can further improve the overall performance of the detector,
which outperforms all the compared algorithms and even
YOLOv4.

In summary, our method can achieve remarkable detection
accuracy. Moreover, the detection results on multiple datasets
also verify the fine generalization ability of the proposed
method.

F. Visual Results and Insight

To further demonstrate the superiority of our method, it is
necessary to visualize the detection results. Figs. 6–8 show the
visualization results of ours and other state-of-the-art methods.
Among them, Fig. 6 shows the detection results under complex
background, and Fig. 7 shows the detection results of various
methods for small objects. It can be seen intuitively that our
method is superior to other methods. In addition, the proposed
method is also effective for dense ship detection, and the
comparison results for densely arranged ships in SSDD are
shown in Fig. 8. Our method is comparable with YOLOv4.
There is no false negative and false positive in the detection
results compared with other methods. The overall visual results
of our method are shown in Figs. 9 and 10, where subimages
(a), (b), and (c) are the ship detection results on SAR-Ship-
Dataset, HRSID, and SSDD, respectively. Specifically, the
pictures in Fig. 9 are the results of ship detection under the
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Fig. 11. Some cases of unsuccessful results in (a) SAR-Ship-Dataset, (b) HRSID, and (c) SSDD.

disruption of intricate background. The CoAM can alleviate
this problem and realize accurate ship positioning and recog-
nition of complex images. The pictures in Fig. 10 are the
results of multiscale and small object detection. It can be
seen that our method can obtain satisfactory detection results
by capturing multiscale context information. In other words,
the visualization results intuitively reflect that our method
can effectively alleviate several major problems faced by ship
detection in SAR images and shows good performance on
multiple datasets.

G. Analysis of Undesirable Results

Although most of the detection results of our method are
correct, some unexpected results are inevitable. Fig. 11 shows
the results of the failure cases. It can be seen that under
complex background, if the head and tail of the ships are
closely connected, as shown in Fig. 11(a), our method cannot
distinguish them well, thus treating the two real ships as
one. Similarly, inshore ships are susceptible to interference
from land noise so that sometimes the ship objects cannot be
accurately located, resulting in few false positives and false
negatives [see Fig. 11(b)]. In response to these abnormal situa-
tions, we plan to use an image super-resolution reconstruction
network to increase the resolution of ship objects to obtain
better discriminate features in the future.

V. CONCLUSION

In this article, we achieve a robust ship detector against
scale changes and various interferences in massive SAR
images. Specifically, CoAM is introduced and embedded
into backbone to obtain stronger semantic features, which
reduces the interference caused by complex background,
such as offshore and inland. In addition, RFIM is intro-
duced with the motivation of capturing multiscale contextual
information to improve the detection performance of mul-
tiscale ship objects, especially small objects. Judging from
our adequate experimental results, our method achieves a
competitive performance compared with the state-of-the-art
works while achieving real time on SAR ship detection. It is
worth noting that although the proposed method achieves
a superior detection performance, there are some undesir-
able detection results. We will borrow image super-resolution
reconstruction technology to further alleviate these problems in
future work.
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